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“It’s Everybody’s Role to Speak Up... But Not Everyone Will”:
Understanding AI Professionals’ Perceptions of
Accountability for AI Bias Mitigation
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In this paper, we investigate the perceptions of AI professionals for their accountability for mitigating AI bias.
Our work is motivated by calls for socially responsible AI development and governance in the face of societal
harm but a lack of accountability across the entire socio-technical system. In particular, we explore a gap in
the field stemming from the lack of empirical data needed to conclude how real AI professionals view bias
mitigation and why individual AI professionals may be prevented from taking accountability even if they
have the technical ability to do so. This gap is concerning as larger responsible AI efforts inherently rely on
individuals who contribute to designing, developing, and deploying AI technologies and mitigation solutions.
Through semi-structured interviews with AI professionals from diverse roles, organizations, and industries
working on development projects, we identify that AI professionals are hindered from mitigating AI bias due
to challenges that arise from two key areas: (1) their own technical and connotative understanding of AI bias
and (2) internal and external organizational factors that inhibit these individuals. In exploring these factors,
we reject previous claims that technical aptitude alone prevents accountability for AI bias. Instead, we point
to interpersonal and intra-organizational issues that limit agency, empowerment, and overall participation in
responsible computing efforts. Furthermore, to support practical approaches to responsible AI, we propose
several high-level principled guidelines that will support the understanding, culpability, and mitigation of AI
bias and its harm guided by both socio-technical systems and moral disengagement theories.
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1 INTRODUCTION

In October 2022, The White House announced the creation of the Blueprint for an AI Bill of Rights,
establishing five core protections against artificial intelligence (AI) bias and discrimination due
to growing concerns over how AI technologies “are increasingly used to make everyday decisions
affecting people’s rights, opportunities, and access,” [66]. Indeed, a considerable amount of research
in Human-Computer Interaction (HCI), Human-AI Interaction (HAI), and responsible AI
details how AI-powered decision-making systems can perpetuate harmful human biases and dam-
age society. Examples include criminal justice algorithms inordinately predicting higher re-offense
rates for Black Americans compared to White Americans [2, 4, 20, 68]; insurance and credit risk
predictions disproportionately disfavoring people of color [136]; recruitment and hiring AI sys-
tems discriminating against candidates based on their perceived gender [81, 92, 101, 104]; and
beyond that demonstrate AI’s evident social impact [85].

In response, governmental bodies and researchers within HCI, HAI, and responsible AI have put
forth effort to identify policy-driven [28, 49, 50, 66, 71] and data/algorithmic-driven [17, 94, 129,
145] approaches to mitigating AI bias under the responsible AI umbrella. In this paper, we define
responsible AI as “the chain of human and organizational control which governs responsible behav-
ior for the AI system” [44], focusing on ethical principles and practices that center human values
in AI development as part of a larger socio-technical system of responsibility [13, 33]. Responsible
AI literature often tackles socially harmful AI bias mitigation at the governmental, societal, and
organizational levels through governance and policy practices [28, 49, 50, 71].

Yet, such governance and policy approaches often fail to prevent AI bias for various reasons
(e.g., slow policy adoption [90, 122] or vague, ineffectual, and corporatized “tech ethics” strategies
[58, 67, 112]) and often neglect to consider how individuals may inadvertently contribute to these
failures. These larger socio-technical systems of responsibility rely on the individuals who design,
implement, and maintain AI systems (i.e., AI professionals) to interpret and enact proposed so-
lutions to AI bias mitigation, capitalizing on responsible autonomy among the system members.
For instance, using the AI Fairness 360 toolkit to identify and correct bias relies on human inter-
ventions, such as interpreting and implementing metrics, developing solutions, and maintaining
the system [148]. Given this human reliance, the responsible AI field, while continuing to explore
policies and data/algorithmically-driven mitigation, must make explicit efforts to understand the
factors that can prevent individuals from feeling capable of implementing these solutions.

More specifically, there is a critical gap in understanding how actual AI professionals might
feel prevented from feeling accountable (i.e., responsible) for mitigating AI bias even if they have
the technical ability to do so. This lack of understanding results from two primary research gaps.
First, previous theoretical work in responsible AI has focused on potential individual imperatives
toward and gaps in responsibility for ethical AI outcomes [60, 121, 132, 135], but empirical, human-
centered research with AI professionals must ground these insights in real socio-technical environ-
ments, building on key guidance from socio-technical systems theory (e.g., responsible autonomy).
Second, the limited previous empirical work primarily focuses on technical knowledge as a hurdle
for individuals [108] without considering social factors such as motivation, agency, and personal
experience, despite their importance for supporting collective action in larger socio-technical sys-
tems [95, 123]. For instance, defining bias is socially and mathematically complex and often de-
termined by an individual’s context, experience, ethics, and morality, shaping how they might
approach a shared problem in AI development [71, 81, 90, 94]. What is not well-understood, how-
ever, is how this defining process might act as a mediator to individual-level actions for real AI
professionals, introducing cognitive dissonance and allowing certain processes, such as moral dis-
engagement) to fill in gaps, further underscoring the critical need for empirical engagement.
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Building upon calls to explore how humans developing these technologies perceive their
projects’ impact on society [34, 89] and the outlined gaps, our work seeks to understand AI profes-
sionals’ perceptions of accountability for AI bias mitigation as both individuals and contributors
to their organizations, and how this connects to their larger responsibilities in the socio-technical
system in which they operate. Through semi-structured interviews (N=20) with AI professionals
with a wide range of experience (i.e., entry-level through senior executive roles), diverse employers,
and varying positions across the AI development lifecycle (e.g., data collection and tagging, algo-
rithmic training, front-end design, and client-facing model deployment), we explore the following
research questions:

RQ1: How do AI professionals understand AI bias and bias mitigation practices?
RQ1a: Given their understanding of bias and mitigation practices, what factors affect
their perceptions of accountability for mitigating AI bias?
RQ2: How do their organizations influence AI professionals’ perceptions of account-
ability for mitigating AI bias?

In answering these research questions, our work contributes to responsible computing and re-
sponsible AI literature in several ways. First, we demonstrate the various intrapersonal, interper-
sonal, and intra-organizational dynamics that shape and inhibit AI professionals’ sense of account-
ability for AI bias mitigation. Second, our work underscores the need for socially responsible AI
professionals and researchers to explicitly consider and seek out AI professionals working in var-
ious roles across the AI developmental lifecycle to gain a more holistic picture of bias mitigation.
Third, our work demonstrates how organizations often fail to support their employees to con-
tribute to and collaborate on responsible AI bias mitigation efforts, instead prioritizing client and
budgetary concerns over ethical dilemmas. Finally, in support of more practical approaches to
responsible AI, our work presents several high-level principled guidelines to support greater col-
lective understanding, culpability, and mitigation of AI bias and its harms.

2 BACKGROUND

To better understand the value in investigating AI bias conceptualization and mitigation respon-
sibility at the individual level (RQ1), we first outline in 2.1 how pre-existing works have broadly
tackled both AI bias conceptualization (2.1.1) and mitigation (2.1.2) to provide preliminary insights
into the challenges AI professionals might be facing in these areas (2.1.3). In doing so, we under-
score the critical need to go beyond challenge identification to specifically interrogate the role that
an individual AI professional’s understanding of these concepts might play in their perceptions
of bias mitigation responsibility (RQ1a). Furthermore, 2.2 grounds our work in the foundational
theories of Socio-Technical Systems (STS) and moral disengagement (2.2.1) in the context of re-
sponsible AI, with particular emphasis on how such works characterize the roles that governance
& policy (2.2.2) and organizational dynamics (2.2.3) might play within these systems to create po-
tential challenges for AI professionals (2.2.4). In doing so, we identify organizational dynamics in
existing fields as a critically understudied factor affecting perceptions of responsibility (RQ2).

2.1 Understanding AI Bias, Bias Mitigation, & Their Challenges

Recently, the rapid adoption of AI-powered decision-making across domains has been linked to
discriminatory outcomes [69, 118], such as racist judgments in criminal justice systems [2, 4, 68]
and sexist practices in hiring [81, 92]. Due to these issues, researchers [17, 94, 129, 145], govern-
mental bodies [28, 49, 50, 66, 71] and technology organizations [48, 97, 109] are seeking to tackle
issues of bias in and stemming from AI systems. Unfortunately, the continued proliferation of
AI bias demonstrates how often these mitigation efforts fail, partly because individuals’ roles are
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not considered in the outcome. As such, we explore (1) how AI bias is broadly defined, (2) what
strategies for mitigating AI bias exist, and (3) how each presents challenges for AI professionals
to understand these efforts and their challenges better.

2.1.1 Defining AI Bias. AI bias is defined in various, sometimes mutually exclusive ways
throughout the literature and practice. For example, from a computational perspective, AI bias
is an “expected or average value that differs from the true value that it aims to estimate” [12].
From a socio-technical perspective, however, AI bias is inherent favoritism toward an individual,
group, or concept caused by intentional or unintentional discrimination from an AI-powered sys-
tem [147]. Based on the need for standardization, researchers have created taxonomies to define
and differentiate AI bias types [2, 3, 91], primarily focusing on data, algorithmic, and societal forms
of bias [94, 105]. Srinivasan and Chander synthesized these efforts into four parts: (1) data-creation
bias (bias in data collection, categorization, and deployment) [91, 94, 105], (2) problem formulation
bias (bias stemming from how a problem is defined for an AI) [94], (3) algorithm/data analysis bias
(bias derived from the algorithm, model, and its output) [17, 63], and (4) evaluation bias (bias from
the humans evaluating and validating the models) [129].

2.1.2 AI Bias Mitigation Strategies. Grounded in the preceding definitions, AI and machine
learning researchers and practitioners have promoted three central mitigation strategies: data-,
algorithmically-, and human-driven mitigation. Data-driven (i.e., preprocessing) approaches to AI
bias mitigation aim to balance the datasets used to build and train an AI system to prevent im-
proper skewing [105] using techniques such as changing input attributes and labels [29, 74, 144]
or output labels [75]; reviewing data sets for abnormal distributions using toolkits or standard
statistical practices [119], and pre-collecting bias impact statements to prescreen historical data
[14]. Algorithmic bias mitigation strategies target both in-processing and post-processing stages.
For in-processing, these approaches improve the more commonly used and researched supervised
learning models [27] by either explicitly incorporating algorithmic identification of discrimina-
tory behavior [105] (e.g., algorithmic prejudice removers in IBM’s AI Fairness 360 [18, 148]) or
balancing target labels [79] (e.g., iterative training with latent fair classes [82]). Post-processing
approaches focus on improving AI model predictions after creation [105], including ensuring pro-
tected and unprotected groups are held proportional [75], adding bias-aware classifiers to existing
black-box ones [1], and introducing explainable AI (XAI) to interpret the system decisions [114].
Finally, human-driven bias mitigation approaches (e.g., human-in-the-loop) use human evaluators
to review AI development and deployment to assess their potential or actual biased outcomes [96]
and collaborate with AI to correct identified biases [47]. Practitioners often chose this approach
because humans tend to understand social contexts better, which can be necessary to recognize
bias [42, 98, 142] and mitigate it [84].

2.1.3 Challenges in AI Bias Conceptualization & Mitigation for AI Professionals. Despite abun-
dant strategies accommodating various definitions of bias (e.g., algorithmic mitigation strategies
for algorithmic bias), AI bias remains challenging to mitigate for several reasons, including sys-
temic issues of resource constraints, lack of diversity in development and data, the black-box
design of algorithms, and beyond [64, 100, 128]. Furthermore, individual evaluators’ biases (e.g.,
evaluation, automation biases) often limit human-driven bias mitigation strategies [110, 129, 140].
For the AI professionals who design and deploy these systems, prior work highlights two crucial
challenges at the individual level: (1) conceptual issues leading to individual interpretation and
application of bias, and (2) lack of awareness about and knowledge of mitigation strategies.

For (1), AI bias’ numerous denotative and connotative definitions often result in situations where
individuals working across the AI development lifecycle must make interpretations of these terms
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based on their personal experiences [56, 99, 130]. For example, some researchers argue that bias
is often inappropriately conflated with the term fairness [81] when it should be considered a facet
of fairness instead [77, 90]. Fairness is a complex concept, with over 21 mathematical definitions
and many more social definitions that are contextually, ethically, and morally situated [71, 90],
which are difficult or impossible to address simultaneously [57]. This definitional ambiguity cre-
ates confusion for AI professionals that bleeds into professional practice across domains [102]
by forcing them to rely on their own interpretations stemming from personal experience to do
their job effectively [56, 99, 130]. When these personal experiences do not align with larger socio-
technical understandings of bias and how it manifests in society [34, 105], there is an inadvertent
failure to notice the presence of bias. Research seeking to understand how this definitional issue
plays out tends to examine the problem from a societal, or system-wide, level [78] and compares
understanding of bias across communities to find common ground [102]. While these high-level
perspectives provide a foundational understanding of this problem, our work seeks to further this
body of knowledge by engaging individual AI professionals on how their definitions of bias

might affect not only recognition of a problem (RQ1) but also perceptions of individual

accountability for fixing the problem (RQ1a).

For (2), limited previous work identifies that practitioners’ lack of knowledge on bias mitiga-
tion strategies and implementation prevents AI professionals from acting on AI bias [64]. Indeed,
one of the few prior works focused on how individuals attribute responsibility for AI’s ethical
outcomes within a socio-technical system found that practitioners cite a lack of awareness and
technical knowledge as barriers to addressing these problems [108]. Sparse corporate reports echo
these challenges, finding that barriers to individual bias mitigation efforts include too much fo-
cus on mitigating technical bias, obliviousness about the effect of team design decisions, limited
team agency, and lack of accountability [128]. Despite the foundational understandings provided
by these sources, little is known about the challenges to individual accountability for bias miti-
gation when AI professionals do not perceive AI bias knowledge and mitigation strategies as a
primary concern. Thus, research must explore the mitigation hurdles beyond technical prowess
and what creates a disconnect between knowledge and action. More critically, through our em-
pirical investigations of how AI professionals conceptualize bias (RQ1) and how said conceptu-
alizations affect perceptions of accountability (RQ1a), our work fills this gap by being one of
the first empirical works to our knowledge to uncover various factors that affect percep-

tions of accountability even when AI professionals have the knowledge needed to enact bias

mitigation.

2.2 Socio-technical Systems for Responsible AI & System Challenges

Recognizing the need for value-centered ethical principles when deploying AI technologies
[33, 55], the responsible AI field broadly focuses on investigating and designing for AI systems’
fairness, accountability, transparency, and explainability (FATE) [54, 139]. Recent calls by
entities such as the National Institute of Standards and Technology (NIST) concentrate on
one facet of the problem responsible AI aims to address, bias [46], and emphasize a socio-technical
approach to mitigating AI bias by addressing the values and behaviors within, the humans working
on, and organizational dynamics in the “commission, design, development, and ultimate deploy-
ment” of AI systems [127]. In doing so, researchers have begun to interrogate the socio-technical
systems reliant on ethical prerogatives for the outcomes of AI [76], mainly at the governance,
policy, [28, 49, 50, 66, 71] and organizational [48, 97, 109] levels.

2.2.1 Theories Foundational to Understanding Responsible AI Challenges. The previous works
are primarily grounded in the conceptual roots of Socio-Technical Systems (STS) theory, which
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explores the intricate relationship between humans, their needs, and the technologies they create
to fulfill those needs [15, 117, 133], as well as the systems that facilitate this interaction, i.e., the
hierarchy of action systems [117]. More specifically, the hierarchy of action systems considers how
individuals, organizations, and society interact and influence the outcomes of the STS, framing
individuals as equal contributors to the system despite STS research’s focus on small group behav-
iors [117]. Furthermore, a key principle within STS is responsible autonomy, which calls for internal
supervision and accountability among group members to hold each other responsible for their role
within the system [137]. Various factors, such as trust between group members, can impact the ef-
ficacy of responsible autonomy efforts in any STS [43]. In the context of AI development, scholars
like Green [58] emphasize the need for a socio-technical perspective to address ethical considera-
tions, which requires reframing responsible autonomy for human stakeholders and autonomous
technology toward multi-level accountability [45].

However, individuals within AI development may face obstacles in fulfilling their accountability,
some of which we have already outlined in 2.1 (e.g., AI bias definitions). Compared to informational
inadequacy, researchers do not fully understand how factors related to an individual’s social cog-
nitive processes impact responsible autonomy within the STS of AI development. Similarly to STS
theory’s on responsible autonomy [117, 137], social cognitive theory (SCT) assert that individu-
als possess agency in their choices (i.e., an agentic perspective) while also being influenced by the
collective efficacy of those operating within the same system [9]. More specifically, SCT processes
such as Bandura’s moral disengagement can act to reduce one’s perceptions of their own agency.
Moral disengagement refers to the cognitive mechanisms that work to separate an individual’s
moral values (e.g., the value to reduce bias in AI) from their actions (e.g., implementing mitigation
strategies) [8] to avoid experiencing cognitive dissonance, or mental discomfort stemming from a
mismatch between one’s beliefs and actions [51]. Such mechanisms include moral justification (i.e.,
the reconstructing of a moral belief to make one’s negative intents appear permissible or obliga-
tory) and the displacement or diffusion of responsibility (i.e., the belief that others will or should
take action rather than oneself) [6, 8, 10]. These mechanisms allow individuals to cognitively dis-
tance themselves from their own agency to address problems, thereby hindering ownership and
accountability [124]. In the context of AI development, then, integrating moral disengagement with
STS theory offers a nuanced approach to understanding responsible AI and ethical development
[9], as the lens of moral disengagement can help us understand why individual AI professionals
might be inhibited in their ability to mitigate bias beyond technical issues.

2.2.2 Governance & Policy. Responsible AI literature primarily explores governance efforts
from a societal and governmental regulation perspective [28, 49, 50, 71]. In conjunction with the
bias mitigation strategies outlined in 2.1.2, policy-driven mitigation approaches are increasingly
seeking to support bias mitigation efforts and accountability for AI-related harms, including those
from the European Commission [38], Singapore [107], and, most recently, the United States [66].
These policies introduce legal frameworks [49, 66], legislative debiasing measures, such as Art.
9(2)(g) of the European Union’s General Data Protection Regulation [105], and regulatory bodies
for enforcement [50]. While responsible AI is often situated at this high level, research suggests that
AI governance may fail to address the societal perception of fairness from these systems [53, 90].
Additionally, given the complex designs and applications of these systems, regulatory approaches
may develop too late or slowly [122], become increasingly fragmented and ineffectual [36], and be
co-opted to create surveillance and privacy issues [116]. Similarly, while international governing
bodies have considerable authority to set norms related to responsible AI, questions remain about
their ability to overlap with other global AI and general technology governance approaches, frac-
turing recommendations and regulations [125]. Given these concerns, more research is needed at
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the granular levels supporting these larger efforts (i.e., individual AI professionals) to understand
the gaps that make widespread responsible AI governance difficult.

2.2.3 Organizational Dynamics. Responsible AI governance has pointed out the advantages of
organizational governance practices, highlighting the strategic advantage [109] and risk mitigation
potential for the brand and overall cost of amending biased AI [48]. Several private organizations,
including Accenture, PwC, and Google, publicly endorse responsible AI tools and governance, cit-
ing this responsibility as a core value [97]. These organizations, however, face competitive forces
that often lead to underfunding these responsible AI practices despite their value [5]. As such, re-
searchers postulate that increasing bias education across roles and levels in an organization can
help to alleviate these pressures and support mitigation practices [30]. Furthermore, the multi-
disciplinary and collaborative nature of AI development teams [113] makes this cross-role and
multi-level approach more imperative [23]. Indeed, Rakova et al. suggest that organizational sup-
port for responsible AI practices might influence the effectiveness of responsible AI approaches
[115]. However, this work focuses on those who have received explicit training in responsible AI
to understand how these concepts can be applied and the organizational implications stemming
from these individuals to understand how to exercise academic ideas in practice. Of the few empir-
ical works that have sought to understand the experiences of actual AI professionals within their
natural environments, Holstein et al. found AI professionals cited a lack of organizational support
and auditing practices as primary challenges to mitigation [64].

2.2.4 Challenges of Governance & Organization for Individual AI Professionals. Finally, despite
individuals’ importance to responsible AI infrastructure [11, 44, 70, 97, 121, 135], there is limited
empirical responsible AI work centering on the individual and the individual’s contributions to
broader efforts. Research on the individuals’ roles is often based on theoretical frameworks for
broad responsibility gaps and assertions of ethical imperatives toward governance [121] rather
than empirical examinations of actual AI professionals’ perceptions of their responsibilities and
ethical imperatives. Even the existing research narrowly focuses on technical knowledge rather
than exploring other factors affecting AI professionals at the individual level [108]. This gap is
concerning, as there is limited understanding of other factors that may act as a barrier to individual
ownership of wider responsible AI aims [37], prompting calls for more empirical research on moral
responsibility and individual culpability [86].

Researchers theorize one potential hurdle is an individual’s place within an organization: in the
absence of the establishment of task accountability respective to functional roles [24, 31], patterns
of complacency may form among AI project teams that can prevent the adoption of ownership
for bias mitigation [83]. The highly collaborative nature of AI development may also create the
problem of “many hands,” where overlapping responsibilities between roles obscure individual
culpability [39, 131]. Additionally, critical evaluations of the broader ethical AI field have cited
approaches that organizations have used to bypass regulation, scrutiny, and overall responsibility
that place pressure on individual workers, such as establishing ineffectual ethics boards, adopting
“rubber stamp” evaluations, and funding self-serving research initiatives [25, 58, 67, 112]. These
explorations demonstrate both the notable pressures exerted on individuals from organizations
and tech workers’ capabilities to exert power and influence when they take an activist stance for
responsible AI governance [16, 22, 58, 67, 103]. While these well-reasoned and foundational ideas
explore organizational structures that influence accountability, they fail to explore these issues
from the perspectives of these AI professionals in practice. As such, our work is one of the first
to our knowledge to explore the critical question of how organizations might influence AI

professionals’ perceptions of accountability for mitigating AI bias based on professionals’

actual experiences in the field (RQ2). In doing so, our work seeks to provide the empirical
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foundation required to understand how best to curate a culture of ethical responsibility in which
every employee is encouraged and empowered to participate actively in the collaborative process
of bias mitigation.

3 METHODS

3.1 Context and Participants

In this study, we interviewed participants (N=20) who work on AI development project teams.
In our recruitment approach, we purposefully sought to interview participants with diverse per-
ceptions and opinions on AI development. As such, we recruited from different roles, experience
levels, and organization types to understand how these actors perceive bias and their culpability
for bias throughout the lifecycle of AI development. We recruited these individuals through snow-
ball procedures from government or tech industry organizations. The participants have experience
developing AI systems, often involving some human resource or capital decisions. By exploring
perspectives across these various elements, we sought to find commonalities about perceptions
of AI accountability in bias mitigation that can be applied across organization type, job type, or
experience.

Our participant demographics are summarized in Table 1. Most of our participants were white
(N=16, 80%) and male (N=18, 90%), a recruitment result that reflects the demographics of the AI
industry in which only 22% of AI development workers are women, just 2.4% are Black or African
American, and 3.2% are Hispanic [126, 146]. Participants ranged from 21 to 69 years old, with an
average age of 41.2. All participants reside in the United States except for one participant, but
all participants work for U.S.-based organizations. As such, their perceptions will be grounded in
U.S. experiences, limiting the global applicability of these claims. In terms of organization type,
participants are either government contractors (N=9), government employees (N=1), private in-
dustry/corporation workers (N=8), private industry/consulting workers (N=2), or former AI devel-
opment team members working in academia (N=2). A few individuals (N=2) worked multiple jobs
related to AI and, thus, were counted multiple times. Within these organizations, position titles
included “Development Intern,” “Project Manager,” “Senior Software Developer,” and “Chief Tech-
nology Officer,” with a complete list shown in Table 1. As such, our sample offers a rich array of
experiences across the development life cycle and the hierarchies of these organizations.

3.2 Semi-Structured Interviews

Two researchers who were cross-trained for the interviews and conducted the twenty semi-
structured in-depth interviews via the Zoom video conferencing software. Before the interviews,
participants were told the interviews would be about their work in AI and bias mitigation. They
were provided with informed consent documentation via email, and all participants agreed to par-
ticipate in the interviews. We did not collect participant names; any identifiable information was
removed from the transcripts and deleted. All interviews were video and audio recorded with par-
ticipant consent. Participants were not compensated and were involved voluntarily.

After commencing interviews, we asked participants basic demographic questions and ques-
tions about their experiences, roles, and responsibilities within their organization. Then, following
these contextualization questions, we aimed to understand their perceptions of bias, asking them
to situate their understanding in their own life experiences, perspectives, and language. Questions
in this section of the interview focused on their experiences with bias (e.g., “Please describe for me
where you see bias happening in the AI system you are currently helping to develop.”). Other questions
explicitly focused on certain tasks and responsibilities they outlined at the start of the interview
related to their jobs and organizations. We then asked them about the bias mitigation strategies
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Table 1. Participant Demographics

PID Age Race/Ethnicity Gender Org Type Job title
1 48 White Male Govt (contract) Front-End Developer
2 25 White Female Govt (contract) Project Manager
3 56 White Male Govt (contract) Developer
4 28 White Female Govt (contract) Project Manager
5 58 Other Male Govt (contract) Programming Team Leader
6 55 Asian Male Govt (contract) Senior Software Developer
7 42 White Male Govt (contract) AI Engineer
8 48 White Male Govt (contract) Full-Stack Developer
9 21 White Male Govt (contract) Development Intern
10 45 Hispanic/Latino, White Male Private Chief Product Officer
11 37 White Male Private Chief Technology Officer
12 37 Hispanic/Latino Male Private Data Scientist
13 25 White Male Private/Academia Data Scientist/Postdoc. Researcher
14 69 White Male Private (consult) Owner/Consultant
15 45 White Male Private Vice President/Development Head
16 47 White Male Govt Chief Enterprise Officer
17 25 White Male Private Machine Learning Engineer
18 23 White Male Private Software Engineer
19 59 White Male Private Chief Scientist/ Solutions Architect
20 31 Asian Male Private/Academia Director/Adjunct Professor

they employ or have seen employed (e.g., “Please explain the types of data-driven bias mitigation
strategies that you are aware of and/or have deployed in the past.” ), the role humans play related
to AI technologies and bias (e.g., “As AI technology becomes more integrated within the decision-
making processes, how do you see the role of humans within the process evolving, if at all?” ) and
other ideal approaches to bias mitigation (e.g., “Please tell me what you think the best way would be
to make sure that future biases in an AI system can be identified and rectified, to your knowledge.” ).
Per the semi-structured style, the participants and interviewers followed natural derivations from
these interview questions based on the natural flow of conversation [21]. The interviews lasted,
on average, 60 minutes, ranging from 45 to 150 minutes.

3.3 Data Analysis

Following the interviews, we transcribed them and removed certain filler words, such as “um” or
“like,” when they would not affect the meaning but would increase readability. Once we transcribed
the interviews, three researchers worked to analyze the findings using an approach inspired by
Grounded Theory [32]. Given our positioning in a highly interdisciplinary field related to HCI, we
followed McDonald et al.’s [93] guidelines for reliability. As such, we opted to approach the coding
process to explore areas of interest and relationships between ideas that support rich rigor rather
than inter-rater reliability between coders. Starting with an open coding process, each researcher
individually reviewed and coded the twenty transcripts grounded in the ideas presented by the
participants [32]. Following these individual explorations, we explored our codes as a group, look-
ing for overlap or contradiction and discussing these to narrow the process. Through the second
round of axial coding, we better defined the codes and found new understanding grounded in the
data [41, 120]. To complete our analysis, we utilized focused coding to extract quotes and create
themes and sub-themes around the research questions [32].

To aid in this broader and novel analysis, this effort leveraged theory as a needed foundation
for analysis. Throughout the coding process, STS theory guided the authors’ framing process,
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Table 2. Table Summarizing the Qualitative Findings of this Work

Findings
Theme 1: Individual Justifications for Moral Disengagement from Bias Mitigation Responsibilities

(1A) Knowledge does not Equal Action
(1B) Obligations to Objectivity Tie Hands
(1C) Bias is Inevitable & Unchangeable

Theme 2: Organizational Facilitators that Enable Moral Disengagement in AI Bias Mitigation

(2A) Intra-Organizational Power Dynamics
(2B) Organizational Value Presentations
(2C) Client Considerations

particularly for investigating how the individual actors and organizational factors become
interconnected in a larger network that builds on the principle of responsible autonomy, allowing
the authors to unpack the factors and constraints that influence their perceptions of their account-
ability toward bias mitigation [117, 133, 134]. Furthermore, literature rooted in responsible AI, AI
ethics, and general considerations from ethical and moral social psychology research (i.e., moral
disengagement theory) helped coders refine their findings, particularly in understanding why,
despite clear recognition of the technical and social inter-workings of AI bias, the participants
separated themselves from clear, actionable accountability. Through iterative discussions, the
themes related to individual conceptualizations of and organizational influence on perceptions
of accountability were drawn out to give a unique insight into these factors that influence
capabilities toward responsible autonomy. The lead researcher refined these themes to ensure
we grounded our findings in the participants’ perspectives while also balancing the components
important to STS theory. In composing our conclusions, we continually returned to the quotes to
achieve thick descriptions that put participants’ voices first.

4 FINDINGS

Our findings suggest individuals are situated in a larger socio-technical system of responsibility
that must act together to address bias and biased-related harm. These AI professionals discussed
their technical understanding of AI bias and mitigation and then connected their responsibilities
to their conceptualizations of what this means for their practices in the AI field. These perceptions
narrowed how they felt they could or should address AI bias, which is used to justify their moral
disengagement in bias mitigation (RQ1 & RQ1a). Furthermore, these individuals felt that their
organizations further restricted their culpability through organizational facilitators (i.e., organi-
zational power dynamics, culture and values, and catering to external actors) that enable moral
disengagement (RQ2). Results are summarized in Table 2.

4.1 Individual Justifications for Moral Disengagement from Bias Mitigation
Responsibilities

In this section, we explore AI professionals’ perspectives on bias in AI and their culpability for
mitigating bias. We first explore participants’ technical understanding of bias and bias mitigation
related to their AI systems (Section 4.1.1). Then, we investigate the predominant perceptions of
bias and how, given their technical competencies, they assess their accountability for mitigating it
(Section 4.1.2 and 4.1.3. Together, these beliefs demonstrate how perceptions held by these individ-
uals act as justification for their moral disengagement processes that restrict how AI professionals
take accountability for their role in mitigating bias and addressing its harms.

4.1.1 Knowledge Does Not Equal Action. Participants demonstrated their technical understand-
ing and capabilities surrounding AI bias and mitigation in their role and domain. Through this
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insight, we connect back to how this understanding influences individual perceptions of account-
ability for bias mitigation, albeit at a high level. For instance, P17 (25, white, male, private industry,
Machine Learning Engineer) outlined how bias may present itself in his system and the key aspects
he must consider for mitigation. Given his use of reinforcement learning, he asserted that bias is
an important consideration in the design and evaluation of these systems:

When you’re analyzing state data, you’re trying to see whether your system is fully
trained on all the possible states, analyzing the input states and seeing if our model
generalizes well. So if we’re taking the states of a hundred sensors on a system, and
we want to cut that down into half, how do we accurately do that without eliminating
key parts of the system? With deep neural networks the input data and the readability
of that output data is where the bias comes in.

P17 indicated that he would look for bias in the “state data” and ensure that the “model gener-
alizes well”, such as ensuring that changes to the related input data do not negatively affect the
system function. Given the design of deep neural networks, he acknowledged that data is often the
controllable source of bias and that individuals may be able to truly affect and mitigate it by under-
standing the nuance of the input and output data. As such, by possessing the technical knowledge
of what bias is and how it affects the system, those working with these systems are accountable for
analyzing this data and ensuring that systems operate correctly. While he understands the impor-
tant role an individual plays technically to the system outcomes regarding bias, his role seemingly
ends at interpreting data rather than actively intervening in biased data itself, limiting his actions.

Another participant, P20, summarizes his knowledge of AI bias as based on his extensive knowl-
edge of the “45 different definitions of bias from computational and linguistic terms,” (31, Asian, male,
private/academia, Director/Adjunct Professor). He asserted his expertise by discussing the many
nuanced definitions of AI bias and acknowledged that bias identification and mitigation are chal-
lenging tasks given these complexities. Not only does he identify this complexity, but, throughout
the interview, he highlighted mitigation solutions, including using “explainability in any AI sys-
tems,” expanding development team foci from “the accuracy and optimizing of machine learning
models to map in the overall context of equity and justice and bias metric”, utilizing abundant frame-
works commercially available such as “the AI Fairness 360 toolkit by IBM”, capitalizing “on human
involvement in things like labeling and annotation”, and incorporating “human-in-the-loop processes
with subject-matter experts in the product feedback lifecycle”. P20’s numerous ideas for bias mitiga-
tion demonstrated a technical understanding of the topic. He avoided situating himself as the actor
in these scenarios, limiting his ownership of the problem in his own work.

While participants often focused on bias as a quantifiable construct, others explored the societal
context that contributes to the manifestation of bias. For instance, P10 discussed how his team used
statistical interference when examining the outputs of their AI models, looking at the “column that
has to do with gender to understand if the distribution in there is biased or not. . .we know that data is
already naturally biased to be insufficient in some areas” (P10, 45, Hispanic/Latino and white, male,
private industry, Chief Product Officer). P10 recognized some data, such as gender, may already
be “naturally biased” based on how it was collected. He noted that developers can evaluate trends
and locate areas where bias occurs, building from the technical foundations toward these broader
societal aims. P10 further discussed the roles needed for this identification, sharing, “if it’s a gender
column, one of our data scientists, an anthropologist who specializes in gender studies, would say,
“Okay, this data is binary. But guess what: sex is not binary.” And so she will look at the distribution
and say, “Well, this is very skewed what’s happening here?”.” P10 relied on his team to commence
a technical review and locate instances in the data or algorithm contributing to the bias, giving
them the power to institute mitigation practices. While he supports these mitigation efforts, he
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assigns culpability for mitigation work to others on his team to investigate the data and question
the results rather than also identifying his own role in that identification and mitigation process.

4.1.2 Obligations to Objectivity Tie Hands. Given our participants’ expertise in these technical
operations, they often perceived bias as violations of the objectivity associated with the technical
system and felt their role was to maintain objectivity in (1) the data and design of the AI model, and
(2) presenting model outcomes. With these, we unpack how their perceptions limit their culpability
as they narrow their focus to just the objective standards of these designs, disengaging from the
ethical imperatives that they may otherwise strive for in their work.

First, the participants often asserted that when humans design AI systems, they must remain
impartial in handling data. For example, P8 felt that the “programs that we write, any code we write,
any model we make, we would like it to be as objective as possible [...] You want to try and keep it as
tightly coupled to what you’re doing as possible, meaning you only want it to do what you need it to
do, and don’t try to preemptively solve other problems” (P8, 48, white, male, government contractor,
Full-Stack Developer). P8 felt his work must remain “as objective as possible” to prevent bias. While
this perspective demonstrates accountability for select outcomes, those desired from the model,
this approach can limit examinations of the model’s impact, especially when an outcome appears
objectively correct but makes an unintended association based on biases present in the dataset.

P6 (55, Asian, male, government contractor, Senior Software Developer) also felt that objectivity
must be maintained in developing these AI systems, sharing, “I think we should keep our feelings out
of software. It isn’t about how I feel. I want to build the best product that’s going to do the best for the
user, and not put any of what I feel about how it should work. We should limit that to build less bias”.
For him, the key to preventing bias is to “keep our feelings out of software” or avoid inserting subjec-
tive judgments surrounding its operations. By maintaining an objective assessment of the system
and its outcomes, P6 believed they are doing “the best for the user” and, through this inaction, avoid-
ing building bias in their products. As a result, the weight of these outcomes falls on the system
user to notice and ask for change. Blame is passed down the line to serve this objective purpose.

Second, while some participants focused on objective development, others focused on bias as
violations of objectivity from data presentation and application. P2 discussed how bias is likely to
occur when information is intentionally skewed to satisfy subjective desires rather than objective
outcomes. She felt, “there’s bias in it [. . . ] based on how they label something or based on how they
zoomed in on the chart or based on any of it, they are biasing you towards their opinion, in a way,
manipulating the statistics” (P2, 25, white, female, government contractor, Project Manager). P2
asserted that data presentation is a primary source of bias from an AI as a “manipulation” of the
output, where people make the system speak toward “their opinion” rather than the objective truth.
As such, her role becomes to remain objective in her reporting procedures and avoid deviating from
the models’ findings. Furthermore, her use of “they” throughout this discussion, referring to the
clients in this case, may suggest she views others as the culprits of this behavior more so than
herself, removing herself from this biasing and reducing her accountability.

Similarly, another participant in a client-facing role believed he should remove personal view-
points when presenting model outputs and “not put our biases in it [...] I try to do it all based on
quantitative data that I get, not anything that’s intrinsically important to my value personal value
system” (P11, 37, white, male, private industry, Chief Technology Officer). P11 thought he must
use objective, quantitative evaluations and avoid applying his own “value system” to evaluate the
AI’s decisions. He takes accountability for the technical components of the model, ensuring his
interpretations match the data. At the same time, he avoids applying his own values to the anal-
ysis. This limits his potential to explore further the consequences of these technologies needed
to identify more nuanced societal biases exacerbated by AI. As such, P11 demonstrated evident
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ownership of bias related to the technical system but failed to connect his work to broader societal
implications.

4.1.3 Bias is Inevitable & Unchangeable. While the previous sub-theme discussed bias as ig-
noring objectivity, other participants viewed bias as an inevitable outcome of human-designed
systems. Because these participants consider bias unavoidable, they often do not feel obligated to
or capable of acting against these biased outcomes. As such, they do not feel they are tasked with
intervening in the presence of bias from the systems they develop. One such participant, P9 (21,
white, male, government contractor, Development Intern), shared that “it’s kind of human nature
in itself to kind of have bias [from AI decisions] no matter how hard we try because we’re not comput-
ers ourselves”. For P9, human involvement with these systems guarantees that bias will result from
their outputs. As such, AI systems will always perpetuate the biases coming from inherently sub-
jective humans. Thus, individuals are better off stepping away from these technologies rather than
becoming more involved with them, allowing the “computer” to operate without further human
interference.

Similarly, P5 (58, other, male, government contractor, Programming Team Leader) asserted that
AI is biased because “it’s a human system, humans are biased, where you make decisions on those
biases at all levels”. Because the system operates on human bias, the AI itself will always be biased
Unlike P9, P5 specifically labels the system as biased but also views this as an extension of the
human creators.Expanding this discussion, he shared that “in the model development, certainly the
key technical modelers have a bias for similar experiences and how things have worked in the past
when they’ve modeled other human organizational systems like this could come into play. The hopeful
check on that is that the validation process, where it’s got to line up with the actual data.” P5 felt that
human bias is present through the creation process from the “technical modelers” who have a bias
toward previous experiences working on “human organizational systems”. Fixing these biases relies
then on the “validation process”, leaving the system, not the humans, culpable to “check” for the
proliferation of bias.

In contrast, others believed that, while bias is unavoidable, it is a positive feature. For P10 (45,
Hispanic/Latino and white, male, private industry, Chief Product Officer), the bias makes his sys-
tems functional. While he does not support harms derived from bias, he also acknowledged that
“bias is something that you cannot escape, period. Because the models that we build need some previous
knowledge so that they’re able to construct a model in themselves [...] no model can give you meaning
without the bias that goes into its training”. P10 recognized that bias is an inescapable byproduct
of the system, but it is necessary to interpret data and provide meaningful decisions to users. As
such, biases are not a problem but a solution; his role is to capitalize on the bias to serve his system
and customers.

In sum, these three strands demonstrate how AI professionals’ perceptions of accountability for
AI bias mitigation largely stem from their technical understanding of the system and how their
perceptions of bias are either constrained by their disengagement from affecting the objectivity of
the model or the belief that their involvement will have little impact due to the inevitable nature
of bias from human-designed systems. As such, their perceptions of bias detach them from their
obligations to accountability and limit their actions toward the larger socio-technical system of
responsibility.

4.2 Organizational Facilitators that Enable Moral Disengagement in AI Bias
Mitigation

While our participants’ perspectives on bias limit their ability to mitigate it, additional organiza-
tional factors further inhibited their accountability. Indeed, building off the literature on moral
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disengagement, namely displacement and diffusion of responsibility [62, 111], the standards set by
these organizations further encourage inaction and underplaying of ethical dilemmas stemming
from AI bias that make AI professionals disconnected from the larger socio-technical system of
responsibility. For one, several participants focused on organizational power dynamics that affect
their culpability (Section 4.2.1). Participants also outlined how company culture and values, espe-
cially in everyday practices, contribute to their feelings of accountability (Section 4.2.2). Finally,
they assessed how those factors outside their organization, namely clients, compound these issues
and pigeonhole their ability to address bias (Section 4.2.3).

4.2.1 Intra-Organizational Power Dynamics. Because participants worked in roles across the
technology development lifecycle, we gained insight into how their perceived positionality and
power in their organization affect their accountability to mitigate bias. Participants expressed a
generalized belief that they hold an ethical imperative for mitigating bias, such as one participant
who shared, “I think it’s everybody’s role to speak up anytime you see something you don’t like [...]
but, in my experience, not everyone will” (P7, 42, white, male, govt, AI Engineer). This thread of
collective culpability was evident throughout these interviews, as all viewed humans as generally
accountable for the tools they create. However, in practice, he also realized that “not everyone will”
follow through, especially as they contend with their own perceived power and the factors that
limit it. Namely, participants highlight experiences in their career and role, and direct knowledge
of the system dictates their accountability, often leading to a displacement or diffusion of respon-
sibility toward others perceived to be more powerful or in control of the mitigation process.

The youngest and lowest-ranking employees in the interview pool believed that those in charge
are accountable, removing themselves from acting. P9 (21, white, male, government contractor,
Development Intern), felt that when the user discovers bias-related issues, the response depends
on the following:

If the owner of the software wanted to correct the issue and wanted to come up with
a solution, to work with the user to find a way to solve the issue, because it’s an issue
that should be solved. When they find a conclusion, they then come to the developers
and tell them, hey, this is the problem, this is how we get to solve and make it happen.

P9 placed the impetus to fix bias on the software owner, who should interface with the direct users
to find a solution. He acknowledged that these issues should be solved, just not by lower-level
employees like himself; only once the leadership of these companies “find a conclusion” will they
ask developers to fix it. As such, ownership towards mitigation becomes narrowly assigned to those
in high-ranking positions at companies and requires that they see “the problem” as truly a problem.
Similarly, P18 (23, white, male, private industry, Software Engineer), another new developer, felt
“that developers, especially if you have developers at a large company, will not be doing exactly what
they want to do. They will be doing what has been passed down from the highest level.” Like P9, P18
notes that developers are at the bottom of the chain of command, restricting them from acting on
what they want or believe is right. They receive directives that tell them exactly what to do, leaving
little room for them to work outside those parameters. These restrictions make them believe that
they are not responsible for acting and adopting their own feelings of accountability for bias. Thus,
the organizational hierarchy and limitations on positional agency prevent greater accountability
adoption by junior employees.

In comparison, a more seasoned employee, P6 (55, Asian, male, government contractor, Senior
Software Developer), discussed his career growth and his role in preventing bias, explaining:

You’re more impressionable when you’re younger. Depending on what role a person
has, say your boss comes to you, and you’re a new developer, and they’re pushing this
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now [...] I would feel like they would be more pressured into doing it, versus where if
someone came to me, it wouldn’t matter if they’re my boss, the CEO of the company.
I just feel like I’m just not going to let it happen.

With time, “impressionable” new developers may gain the faculties to stand up to those in power,
though this is placed down the line and displaces these individuals from their duties and responsi-
bilities rather than supporting greater investment. At the same time, P6 felt that he had a greater
capacity to stand up to those in power. Thus, he thought his culpability toward bias mitigation was
greater because his position affords him greater leverage and job security than less experienced
employees.

Others did not attribute age and experience as the driving factors for their bias mitigation cul-
pability but their knowledge about the system due to their role. For instance, P17 (25, white, male,
private industry, Machine Learning Engineer), shared that, “I feel that the designers of AI systems
definitely take on some of the role of mitigating bias because most of the time if you’re working for a
customer, they’re not going to notice bias unless you point it out [. . . ] But at the same time, it puts the
burden on me”. Given his role, P17 possesses greater knowledge about the system and its potential
impact than most customers. However, this responsibility to educate users places “the burden” on
him. Thus, ethical duty becomes an undesirable aspect of his job, even if he knows he is uniquely
positioned “to notice bias”. As such, he accepted accountability as a facet of his technical knowl-
edge of the system, but he only has “some of the role of mitigating bias” because the clients are
ultimately the ones deploying this system.

Unlike P17, P1 (48, white, male, government contractor, Front-End Developer), took a hands-off
approach to accountability because his role, designing interfaces, does not give him direct knowl-
edge of the model development process He shared that, “as far as my role in it all, by the time
the data gets to me, what’s done is done. I’m just the unbiased journalist”. P1 believed he could not
change anything about the model, even if he noted bias in that data. Instead, he is an “unbiased
journalist” who must report everything without inserting his perspective or opinions into the data.
Based on his role, he perceived that he lacked the positioning to investigate data further for bias.
Thus, he does not feel accountable because the hierarchy of the developmental decision-making
process binds him.

4.2.2 Organizational Value Presentations. The participants also highlighted that the values ex-
hibited by their organizations toward AI bias and ethics dictate how they feel they must operate
toward the issue. While extra-organizational efforts affected their perceptions, internal actions in
pursuit of their aims also influenced how culpable they felt.

Participants expressed how their company leadership discussed AI bias and ethics, which in-
fluenced their desire to look for harmful effects of their AI. If their company valued taking social
responsibility for their outputs, it made them more inclined to feel accountable for AI bias. For
instance, P12 (37, Hispanic/Latino, male, private industry, Data Scientist) shared how his CEO said
they would not “work for super right-wing communications divisions or anything like that. That’s
not where we stand as a company. We’re not going to lend our services to that. So, I think that’s one
way to affect bias”. P12’s discussion illuminates that when organizational leadership emphasizes
social responsibility, the employees are inspired to embrace accountability in their own workplace
actions. Thus, organizational social responsibility practices, such as taking a “stand as a company”,
can imbue all parts of the organization with greater feelings of culpability and push employees to
see how they can “affect bias.”

Relatedly, P4 (28, white, female, government contractor work, Project Manager) maintained that
the overarching accountability for these AI systems stems from the organization’s policies. She
shared that when developing broad AI decision-making tools:
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There has to be sort of strict [guidelines], and this is more maybe in like an ethical
question than a scientific or developer question. There have to be ethical practices in
place, or reviews and meticulous kinds of documentation of the decisions and review
of the decisions that the tool is making to make sure that that’s in line with policy or
in line with the actual data that you rely on and not biased.

P4 posits that an organization developing these tools must institute “ethical practices”, including
clear policies and review mechanisms for biased outcomes, that must come from an organizational
and administrative “policy” level rather than individual “scientific or developer” perspectives. How-
ever, the ones working on these systems also have a duty to support the “review” processes. As
such, while leadership is responsible for setting these policies, they place culpability on in-the-
weeds employees to actively engage with this bias mitigation review process.

Other participants felt that when social responsibility was not a company focus, employees
are not incentivized to address bias. For instance, P13 (25, white, male, academia, Data Scien-
tist/Postdoctoral Researcher) stated that there is:

A public and private belief about it [bias]: I think the public belief about it is such an
important problem. This is why we’re going to hire all of these people to kind of deal
with this. I think the private belief is that it tends to be a waste of time because it’s
relatively low impact [...] That’s not the problem that we need to focus on right now.

P13 observed organizations act in service of their public image, where companies will publicly take
steps to “deal” with bias but privately deprioritize mitigation. Because of this, if the company does
not place internal value on bias mitigation, there is minimal support for employees to mitigate
bias. As such, individuals and their organizations often see little reason to take accountability for
bias because this it is not worth investing time and resources to accomplish.

Like P13, P18 (23, white, male, 23, private industry, Software Engineer) felt that organizations
have a public and private persona around AI bias. When discussing bias-related harms and com-
pany cultural values, he asserted companies are “going to be pushing their bias to whatever they
want it to be on [...] they’re definitely trying to serve their own purpose. They’re trying to make
money”. While P18 observed these companies stating that they have ethical imperatives to pre-
vent harm from AI, underneath this facade, they are just driven by making money. Consequently,
while organizations depict their public values as focused on reducing adverse AI bias outcomes,
these companies serve their own priorities, ethical or not. Indeed, there is an inherent belief that
these companies will not change. P18 added that, because of this, those on project teams must then
discuss potential AI harm behind “closed doors with the developers I think you have a moral obliga-
tion to at least lead it away as much as you can without it being so ghastly obvious to your company.”
Because P18 assumes companies will ignore obligations internally to serve their own purposes,
even if bias mitigation is the more ethical approach, it often falls on the project leaders and devel-
opers to navigate the hurdles to both the company’s demands and their ethical obligations, even
when they are in conflict. Thus, when a company does not practice its values, developers are stuck
in a liminal space that does not support nor empower their ability to mitigate AI bias.

Finally, in talking about company and industry failures to address bias, another participant be-
lieved that, “companies and society are not as progressive as some of the people that exist within
those systems. And people tend to be the driving force behind making changes” (P11, 37, white, male,
private industry, Chief Technology Officer). Companies often hide behind “progressive” values but
fail to live up to the promises they assert. However, individuals possess unique capabilities to
be the “driving force” behind instituting necessary changes. As such, while there are clear con-
straints on individuals from their organizations, individuals are still culpable for supporting ethical
outcomes.
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4.2.3 Client Considerations. Participants also acknowledged how commitments outside the or-
ganization inhibit their feelings of individual accountability. Namely, the participants focused on
how their obligations to client needs and society often conflicted. This mediated their accountabil-
ity for mitigating AI bias, leading to indecision from conflicting pressures and limited perceived
agency.

For one, participants felt that client budgets dictate responsible AI practices. P11 (37, white, male,
private industry, Chief Technology Officer) and P2 (25, white, female, 25, government contractor,
Project Manager), who represent private and public organizations, stated:

When it comes to budgeting something for a client, it would be quite difficult to defend
a budgeting decision to add more people to help prevent bias. It’s not that you can’t,
but it’s just more difficult to make that a defensible thing (P11).
The emphasis is always going to be on budget, and then they’re going to sacrifice
manpower for budget. Because that’s what I’ve seen in the past. Everybody always
talks about budget and the bottom line (P2).

P11 and P2 have intimate relationships with clients and understand how their budgets shape com-
panies’ abilities to mitigate bias. Their roles place their power to act at the whims of the client’s
needs and budget resources. P2, for instance, claims that clients will care little about bias regard-
ing cost and are much more interested in the development projects’ performance and “bottom
line.” Furthermore, due to client budget sensitivity, companies will opt to cut costs, including the
manpower necessary for bias mitigation efforts. Thus, emphasis on bias mitigation is limited, dis-
couraging employees from taking extra steps toward AI bias accountability. Moreover, leadership
may even stop them from taking these steps as it will incur additional costs to the client.

Given this emphasis on client wants, we asked these participants about their feelings about
clients who may want to develop AI that produces harm or induces bias. Several participants ex-
pressed that they would feel uncomfortable with these requests, but organizations’ emphasis on
client desires affects their abilities to act. Indeed, participants often expressed hesitancy about
these ethical conflicts and how they may act in these scenarios, such as P6, who shared, “I’m
sure you could say something, like maybe a company hires you and wants bias there. They want to
force that kind of bias on there because maybe they want a different result. I mean, I don’t know...
It just would depend... It would depend on the situation” (P6, 55, Asian, male, government contrac-
tor, Senior Software Developer). In this statement, P6 went back and forth about his requirement
to act when a client wants potentially harmful bias in the model. As a team leader who works
directly with clients, his role dictates that he satisfies the customer’s needs for his organization.
He acknowledges skewing results to match client desires is not unheard of in his field. By that
logic, he would consider intentionally biasing results if the situation called for it. P6 found diffi-
culty taking a strong stance on his responsibility, given his internal conflict. As such, the client’s
demands and his company’s reliance on these client needs create ambiguity toward his respon-
sibility to act in the face of unethical issues. Interestingly, he previously asserted that he would
have no issue speaking up about ethical problems, given his position and power within the or-
ganization. This divergence indicates that he perceives responsibility for bias grows as one gains
power in a company, but their power is capped for client desires and represents another way
that responsibility toward mitigation can be displaced for AI professionals via an organization’s
priorities.

Furthermore, other participants took stronger stances on their detachment from accountability
and responsibility, such as P4 (28, white, female, government contractor, Project Manager), who
shared that when evaluating and fixing a model that they suspect may be biased, the AI develop-
ment organization should take the stance that addressing this bias is:
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(1) not our jobs and (2) not our place to put in anything into the model that doesn’t
come directly from a client. I mean, that’s sort of the nature of our jobs. I know that
we will not be able to model the performance of the organization faithfully if we are
too far away from what the client tells us.

P4 aims to serve the client’s needs above all else, believing that it is not her “job” to step outside
of the client’s wishes, even if she may think differently. In her mind, her role is to represent “what
the client tells” them in the model and avoid inserting any outside assumptions. As such, the client
is the one who dictates if and how the organization and its employees address bias from AI.

Participants also emphasized that organizational leadership, in serving client needs, set the stage
for project outcomes. P20 (31, Asian, male, private/academia, Director/Adjunct Professor) pointed
out that, in terms of implementing these bias mitigation practices:

Developers have that agency to define what goes within a particular segment of the
code. But I think it also has to come down to the business owners, and the product own-
ers will actually define what needs to be built. So I would say education and awareness
why we are working on a particular use case and what does that mean in the context
of the user, that’s really important to business owners and developers.

P20 acknowledged that developers have the power and “agency to define” what goes into “the
code” and are, therefore, accountable for the outcomes of their actions within the system. However,
business and product owners are the ones who “define what needs to be built” and offer guidance
for the project overall, thus shaping what approaches will be incorporated into the project and
constraining the individual actions as a result. As such, P20 felt that all AI professionals need
“education and awareness” about their role in this development process and the context of where
their work is deployed. Thus, all participants on these teams must understand their role in the
proliferation of and accountability for bias-related harm from the AI they create rather than just
serving the client or business case.

In summary, in our interviews, AI professionals wrestled with accountability for bias in their
daily practice. Conceptually, our participants understood that their actions influence AI bias, yet
little research explores why individuals cannot or do not take accountability for bias mitigation.
This research takes a step toward this aim, identifying barriers that can prevent individual culpa-
bility and action, including individual justifications for moral disengagement (i.e., an individual
mismatch between their technical abilities and their perceptions of bias as a lack of objectivity
or as a subjective, but unavoidable, problem); intra-organizational power structures that inhibit
accountability adoption, particularly for those who lack authority or feel restricted by company
practices; and, inter-organizational factors, namely client wishes and budgetary constraints in con-
flict with moral imperatives. As such, their insight illuminates how these individual perceptions
lead to moral disengagement, and organizational facilitators further enable this disengagement
that leads to AI professionals failing to take accountability for their role in the socio-technical
systems of responsibility.

5 DISCUSSION

The following section discusses our contributions to responsible AI literature surrounding individ-
uals’ needs and organizations’ roles in supporting responsible AI practices. Namely, we highlight
the need for greater individual empowerment of AI professionals who partake in these develop-
ment projects, even tangentially, to overcome their moral disengagement and take responsibility
for reducing AI bias’s harmful outcomes. In doing so, we acknowledge the role that organizational
practices play in shaping these responsible AI practices and discuss how the future of AI devel-
opment organizations must center these ethical conceptions as practices rather than offloading
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the blame. We conclude this section by offering high-level recommendations to support individual
accountability, which helps collective bias mitigation efforts.

5.1 Individual Empowerment for Accountability

Our participants, even those not in direct development roles, were knowledgeable about their sys-
tems’ technical workings and biases. Based on how they discussed the technical operations of their
systems, participants are evidently well-versed in how bias may occur and can identify solutions
to avoid it. While the literature acknowledges the philosophical and moral imperatives of humans
to support ethical practices and responsibility gaps that hinder these systems [121], these respon-
sibility gaps are discussed vaguely, making it difficult to pinpoint the problem. Furthermore, the
empirical research in this area focuses only on the gaps that exist in developers’ technical knowl-
edge [108] likely due to their limited exploration into individual experiences related to responsible
AI practices [97]. Even acknowledging the complex nature of AI bias [94], our participants’ plen-
tiful discussions about the manifestations of bias and mitigation indicate that AI professionals’
technical knowledge is not their central hurdle. However, their moral disengagement and passing
of the blame demonstrates a need to connect these general perceptions around accountability with
the actions these individuals undertake, aligning their technical knowledge with direct action that
is not limited to those deeply enmeshed in the responsible AI world [115] but extending to the
entire field.

As such, AI professionals demonstrate that the actual problem rests in their perceptions of in-
dividual agency and the imperative to take accountability as shaped by their understanding of
bias. The responsible AI literature focuses too much on a lack of technical skills as a hurdle to
greater accountability adoption when they should also be examining how these professionals’ un-
derstandings of bias constrain their perceived and actionable accountability, such as examining
how these conceptions act as justifications for moral disengagement behaviors [6, 7]. Our conver-
sations depict a collection of individuals across industries and organizations who acknowledge a
broader need for accountability but feel morally disconnected from it and they lack the agency
to persuade larger change. Looking at this from Ropohl’s hierarchy of action systems assertion
in STS, if certain individuals or groups fail to effectively play their role in the action (i.e., in bias
mitigation) then this will contribute to the proliferation of suboptimal outcomes for the group,
especially when it is not uniquely occurring in one unit of the system. This, paired with respon-
sible autonomy, suggests that accountability failures occur across individuals and groups, further
encouraging moral disengagement mechanisms.

Furthermore, these feelings of limited agency reflect much of the arguments in other social re-
sponsibility literature where people view individual actions as disconnected from and unimportant
to collective efforts, such as in climate change responsibility [72, 106] and general corporate so-
cial responsibility research [88]. Responsible AI literature has failed to look at the needs of these
individuals and how to leverage their knowledge and capabilities toward these more extensive
efforts [97]. Indeed, we found that direct personal agency is often overlooked as a powerful force
for encouraging more significant collective efficacy [9]. This has led to unfavorable conditions for
supporting responsible autonomy for bias mitigation that leaves individuals paralyzed by their
perceptions of limited agency, power, and responsibility for the problem. Thus, there is a break-
down in this system that fails to instill a belief in AI professionals that their actions can influence
change despite these individuals occupying roles that have the most direct impact on the creation
of AI technology.

5.2 Organizational Values Must Build, Not Diffuse, Responsibility

Participants also highlighted how their organization obfuscates their feelings toward AI bias miti-
gation and general ethical practices. These values, such as creating safe spaces to speak up, made
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them comfortable to take accountability for preventing harm from these technologies. However,
beyond identifying these values, participants desired that their organization and work groups ac-
tively and intentionally enact these values through their daily business practices. In this sense,
the participants expressed the need for responsible autonomy as these “continuous, redundant
and recursive interactions” [137], akin to daily practices outlined by participants, support mutual
awareness, making it easier to act toward favorable, ethical outcomes. At the same time, AI profes-
sionals expressed that when these values are not routinely demonstrated, ethical apathy from the
organizational level breeds indifference to individual accountability, as there was little motivation
for responsible autonomy, encouraging moral disengagement behaviors.

Indeed, participants felt that organizations expect them to bend their ethics, deprioritizing bias
and restricting the individual’s actions, a pervasive problem across technology development fields
[40, 87, 138], but especially in AI development [58, 67, 112]. While researchers have pushed for cul-
tural shifts toward responsibility-sharing across the development lifestyle to support performance
and satisfaction [141], they often ignore this for building an ethical culture. However, popular me-
dia has drawn attention to this issue where AI companies’ ethical principles are often “just talk”
and not followed in practice [59, 61]. Our present research adds empirical support to these fail-
ures and indicates that the disconnect between what is valued and what is practiced in these AI
development companies breeds apathy and displacement of responsibility among those employed
across the AI development lifecycle. Further, our work extends explorations of responsible AI work
practices [115], adding how externalities, namely client needs and wants, compound upon inter-
nal practices to constrict individual perceptions of accountability, creating a dichotomy between
understanding the problem and acting against it. Thus, our work demonstrates that ethics and
accountability are largely ignored in these AI development organizations and that these poison
individuals’ perceptions of accountability, hindering their work.

Building from this perspective, our participants’ discussions about culpability demonstrate an
overarching culture of passing the buck and pointing the finger, an idiom for a failure to take
ownership of the problems associated with AI bias associated with moral disengagement theory.
Despite their understanding of bias, AI professionals rarely emphasize themselves as accountable
for the product outcomes. Blame avoidance is common in human organizations, especially when
organizational culture does not emphasize accountability [65]. However, blame avoidance in AI
organizations has been examined as creators blaming agents due to their autonomous capabilities
[143] or from administrative blame avoidance [67, 121], rather than the effects on the individual
conceptions of accountability. In contrast, our participants offloaded their culpability for AI bias
based on their beliefs about their positionality and power in the organization to execute change.

5.3 Future Directions for Supporting Responsible AI

As Kling and Star [80] assert, workable technology, that is, technology that supports humanity is
not designed in a vacuum but “supported by a strong socio-technical infrastructure.” Thus, if the
responsible AI field aims to enhance society through better AI systems [33], the human systems
that develop these technologies must take accountability for their work. As such, we offer three
principled guidelines for supporting accountability for AI bias. While specific policies and actions
will be context-dependent, our guidelines can help navigate future directions for individuals and
organizations alike.

5.3.1 Guideline 1: Bias Mitigation Training Should Directly Call Individuals to Act. Our findings
indicate that AI professionals understand the technical infrastructure in which they operate, but
their perceptions of what bias involves and their disengagement from accountability for bias often
limit their actions toward mitigation. As such, we recommend that those educating and employing
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AI professionals capitalize on this clear expertise while expanding their understanding of their
actionable abilities to mitigate harm from bias. Indeed, participant responses were heavily rooted
in traditional machine learning concepts or focused on objectivity, which does not always bode
well with social forms of bias. Expanding their understanding of bias through exposure to the many
definitions of bias [94] and their relationships to fairness [105] could support a more holistic view
of the issue. Furthermore, greater emphasis on FATE and other responsible AI materials [54, 139]
can help connect their abundant technical knowledge with accountability, demonstrating avenues
where their direct action can reduce the impact of bias from these systems.

Furthermore, more work, particularly in applied research, needs to focus on individual agency
and power as contributing to systemic solutions to AI bias. Building on the agentic perspectives of
SCT from which moral disengagement is derived, there is a need to foster personal direct agency
and greater collective efficacy between AI professionals by supporting responsible autonomy that
can naturally scale up the hierarchies within socio-technical systems. Engaging Lowland’s expan-
sion of STS into organizational design (STSL) can offer recommendations for increasing the lean-
ness of AI development organizations, establishing cross-functional teams that, as a result, allow
greater power to support individuals’ agency such as via cross-training methods [35]. However, un-
til individuals are more uniformly supported to act on their faculties, the system of socio-technical
responsibility will be significantly hindered.

5.3.2 Guideline 2: Prioritize Ethics at the Individual Actor Level. Our findings demonstrate that
AI professionals feel that their organization’s ethical failures and power structures silo their indi-
vidual roles and limit their culpability. As such, these practices allow individuals to displace their
responsibility in the AI bias mitigation process, especially when it goes beyond their position. As
previous research asserts, tech companies often manipulate ethical policies to allow them to avoid
responsibility, and tech workers are often complacent in these practices [67]. Our work further as-
serts that lived, daily practices, even more so than those broader ethical AI statements and values,
are what truly matter for AI professionals to align themselves with their accountability for AI bias
and their value toward systemic change. Given the often opaque aims of these tech companies and
the tendency to manipulate ethical policies, these changes will often need to be both systemically
enforced and supported from the ground up. When properly equipped, governmental policies and
regulatory bodies may offer the necessary external pressure to force culture change and ethical
accountability for AI bias, especially by offering support and guidance to the individual AI pro-
fessionals that make up these organizations [73]. Regardless, AI development codes of conduct
need to be implemented in ways that motivate individual engagement while also being enforced
from outside the biased prerogatives of the organization, addressing both the internal and external
sources that may lead to displacement and diffusion of responsibility.

At the same time, participants also highlighted a belief that their individual role did not influence
the collective problem, feeling as though they lacked the power to take accountability or to make a
real difference in the bias-related outcomes of this project. We recommend practices that support
better role delineation while supporting individuals’ awareness of their roles’ connections and
influence on others in the bias mitigation process, such as suggested by STSL theory’s emphasis
on lean organizational approaches to demystify other roles and responsibilities in the organiza-
tion. By utilizing this approach, individuals can see how they fit into this larger system and how
their actions impact their decisions’ outcomes to take accountability. Learning lessons from other
empowerment practices [72], these strategies should also indicate how an individual actor can
support the overall system to reduce decision paralysis. Returning to the ethical guidelines, indi-
viduals should have a role in outlining the specific actions and responsibilities that contribute to
these ethical guidelines, offering a necessary bottom-up perspective on AI bias accountability that
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encourages ownership [52] and overcomes helpless or disconnected feelings that were especially
pervasive for less experienced AI professionals. Thus, organizations should work with employees
to build and regularly refine the company’s ethical practices, ensuring that individual perspectives
can contribute to these collective aims.

5.3.3 Guideline 3: Prioritize Bias Awareness to All Stakeholders. Finally, our findings also indi-
cate that external pressures on an organization, which are ostensibly out of the scope of control for
individuals, nonetheless influence their perceptions of accountability. AI professionals suggested
that budgets outlined by clients impact their responsibilities. In light of this, as P20 recommended,
in the cases where the client needs and budgetary concerns are defining the project aims, education
and awareness on the particular use case and context that acknowledges every level, from business
owners to developers, can support responsible AI practices. Thus, we recommend company-wide
professional development focused on bias mitigation and stakeholder research that enhances un-
derstanding of social forces that shape outcomes from their products and highlights how actors
across the development lifecycle can positively affect these outcomes. Such ways to achieve this
could be through constructing and sharing in collaborative organizational case studies, utilizing
data statements on development projects, and other immersive approaches to understanding the
potential ramifications of their work validated in the AI ethics literature [19, 26, 99]. However, we
believe these approaches should go further and place particular emphasis on how their roles in-
fluence the technology development lifecycle and contribute to de-biasing outcomes. This demon-
strates how even when certain decisions are outside AI professionals’ scope of work, they can
still influence the overall system through their decisions given the ripple effects actions can have
through the hierarchies in socio-technical systems.

Additionally, building on this education, when working with clients, development companies
should discuss issues of bias and prioritize these as part of their development costs. Mitigation ef-
forts take significant human and computational resources, and organizations must argue for these
costs with clients. While arguing for these increased costs may seem difficult, preemptive ethical
practices can be beneficial in the long term; as research suggests, perceptions of biased AI products
can hurt the brand reputation, tank revenue, and lose customers [48], making these investments
worthwhile overall. Social, financial, governmental, and organizational-peer pressures may all of-
fer incentives for organizations to prioritize mitigation in all their work, which in turn will set a
standard for those AI professionals to see the impact in their daily work.

While all of these recommendations promise to support better bottom-up ethical practices re-
lated to AI bias, we also acknowledge that there must be continued support from the government
and globally responsible AI communities to enforce these practices. Indeed, the responsible AI lit-
erature’s focus on these large-scale approaches to responsibility and enforcement speaks to their
importance [28, 49, 50, 71]. However, we believe that emerging governance efforts must enforce
organizational adherence to these practices and protect the rights of individuals to act on their
accountability when it conflicts with their organization. This approach requires governments to
become more agile in their approaches to technology regulation and establish guidelines that pro-
tect citizens from harm while allowing for continued innovation and investigation into the pos-
itive possibilities of AI technologies. As such, bottom-up pressure from these entities, matched
with continued calls from citizens, popular media, researchers, and beyond, can further encourage
the change needed to support responsible AI governance from the top-down as well.

5.4 Limitations and Future Work

This study comes with several limitations, which we outline here. First, our participant sample
heavily skews toward white/Caucasian and male individuals. We recognize that because our study
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pulls heavily from these demographics, we can create our own forms of bias with this research.
However, given the lack of representation in the overall AI development field and our focus on
diversifying other components of their work, we felt that this demographic pool was sufficient for
the present research. In future studies, we aim to recruit more diverse populations within the field
to understand the nuances of AI bias accountability. Second, despite the global AI development
field, our work also takes a heavily U.S.-centric perspective. We recognize that these issues take
on various forms when seen from a global perspective, and growing regulations around AI’s ef-
fects could encourage greater awareness and culpability toward these aims. Future studies should
include global perspectives and/or focus on specific geographic regions that provide useful points
of comparison that can highlight and even address the flaws seen in the U.S. approaches to AI
responsibility. Third, while we did recruit many different roles within these AI development or-
ganizations, there was not an evident balance between the varying power levels in the sample.
Indeed, we often only had one person representing a specific role in their organization, which
may come with its unique experiences of accountability and agency. Thus, more research into the
differing dynamics across entry-level, middle-level, and executive-level roles can better elucidate
the factors that strain AI professionals’ culpability based on their power. Finally, given that the
ultimate goal of this work is to assist workers, organizations, and the AI community in address-
ing bias, this analysis prioritized the creation of codes and themes that bridge organization and
job type differences. Consequently, this work did not extensively differentiate and compare these
varying factors to offer comprehensive recommendations. Future research should explore these
differences to provide more context-specific advice, building upon the foundational exploration
presented here.

6 CONCLUSION

The urgent need to address bias in AI systems to prevent large-scale societal harms has driven gov-
ernmental bodies (e.g., the Blueprint for an AI Bill of Rights [66]) and responsible AI researchers
to explore how failures in socio-technical systems, including due to moral disengagement from
responsibility, contribute to this problem [28, 49, 50, 54, 66, 71, 139]. Through in-depth interviews
with 20 AI professionals from various industries and developmental positions, our work furthers
this agenda by uncovering how these individuals are constrained in their motivations and per-
ceived agency to prevent bias despite social and ethical imperatives for those designing, develop-
ing, and deploying these systems. In doing so, we explore how an individual defines what it means
to have bias in an AI system, as either failing objectivity or inevitable subjectivity, actually pre-
vents them from feeling accountable for bias mitigation even when they have the technical ability to
do so. Our work also extends prior work that sets up ideal organizational structures for responsible
AI practices [115], and inductively discovers how an individual’s position within a company’s in-
ternal structure and culture, and external pressures can constrain their motivation and perceived
agency to confront and mitigate bias. As a result, we present three critical guidelines to support
accountability for bias mitigation among individual AI professionals. Thus, our work offers fun-
damental building blocks necessary for further exploration into how the larger socio-technical
system of responsibility, from the individual to societal level, may operate toward addressing AI
bias and wider social and ethical considerations of this technology.
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