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Understanding the impact and design of AI teammate etiquette
Christopher Flathmann , Nathan J. McNeese , Beau Schelble , Bart Knijnenburg , 
and Guo Freeman

Human-Centered Computing, Clemson University College of Engineering Computing and Applied Sciences, 
Clemson, South Carolina, USA 

ABSTRACT
Technical and practical advancements in Artificial Intelligence (AI) have led 
to AI teammates working alongside humans in an area known as human- 
agent teaming. While critical past research has shown the benefit to trust 
driven by the incorporation of interaction rules and structures (i.e. eti-
quette) in both AI tools and robotic teammates, research has yet to expli-
citly examine etiquette for digital AI teammates. Given the historic 
importance of trust within human-agent teams, the identification of eti-
quette’s impact within said teams should be paramount. Thus, this study 
empirically evaluates the impact of AI teammate etiquette through a mixed- 
methods study that compares AI teammates that either adhere to or ignore 
traditional etiquette standards for machine systems. The quantitative results 
show that traditional etiquette adherence leads to greater trust, perceived 
performance of the AI, and perceived performance of the team as a whole. 
However, qualitative results reveal that not all traditional etiquette beha-
viors have universal appeal due to the presence of individual differences. 
This research provides the first empirical and explicit exploration of eti-
quette within human-agent teams, and the results of this study should be 
used further design specific etiquette behaviors for AI teammates.
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1. Introduction

Artificial Intelligence (AI) has rapidly progressed over the past few years due to the unique benefits 
posed by AI that are complimentary to humans, creating a highly performative collaboration 
(Grover et al., 2020). The continuous development of AI has led to an increasingly important 
research agenda in Human-Computer Interaction (HCI) on human-agent teams, (Inkpen et al.,  
2019). Human-agent teams consist of human teammates alongside artificial teammates (usually built 
with AI) working interdependently to achieve shared goals (N. J. McNeese et al., 2018; O’Neill et al.,  
2022). In pursuit of these efforts, past research has outlined the ways AI and machine systems should 
structure their collaborations with humans, which is referred to as the concept of machine etiquette 
(Parasuraman & Miller, 2004). However, while existing standards for AI agents could reasonably 
benefit human-agent teams, research has yet to explore the effects of these etiquette standards in 
human-agent teams. Thus, this article explores how AI teammates that either adhere to or reject 
traditional AI agent etiquette standards affect their human-agent teams.

Within HCI, etiquette plays a critical role in the day-to-day design of AI agents. Commonly, 
this etiquette manifests itself through a variety of behavioral designs, such as the inclusion of 
turn-taking behaviors (Miller, 2011), the reinforcement of an AI’s role (Dautenhahn et al., 2006), 
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and even the utilization of polite language during conversation (Schiaffino & Amandi, 2006). 
When incorporated, these behaviors have demonstrable impacts on human-agent interactions. 
For instance, machine etiquette can actually shape and influence not only the way AI agents 
behave but also the humans that interact with them (Meyer et al., 2016). Most importantly, the 
utilization of etiquette within human-agent interaction has repeatedly been shown to empirically 
improve the trust humans form for AI and machine systems (Atoyan et al., 2006; Parasuraman & 
Riley, 1997). Within human-agent teaming, the prioritization and creation of AI teammate trust 
are one of the most important considerations of researchers and designers (N. McNeese et al.,  
2019). However, despite the numerous connections between trust and etiquette and trust and 
human-agent teaming, research has yet to empirically and explicitly examine the impact of 
etiquette in human-agent teams that use digital AI teammates, which is the gap this research 
works to close.

In closing the aforementioned gap, it is important to note that the formation of etiquette is a complex 
moving target that differs based on the role of the machine, context, and medium (Miller, 2002). This is 
highly evident when looking at the field of human-robot teaming, as traditional etiquette standards are 
not always ideal. For instance, while turn-taking behaviors can be helpful within human-robot teams 
(Skantze, 2021), robotic teammates that forgo these traditional standards and act more assertive during 
negotiations can actually see improvements in performance and perception (Babel et al., 2021). 
Additionally, changes in context also merit different considerations within etiquette, which is evidenced 
by human-robot teaming’s concern with the physical presence of robotic systems (Karreman et al.,  
2014), which is not a needed concern within a digital context. Given the above, it is important to 
approach this gap closure not from the perspective that traditional etiquette will be a global optimum 
for human-agent teams. Rather, it’s important to approach the integration of etiquette in human-agent 
teams from the perspective of identifying which etiquette behaviors are beneficial and which ones need 
to be changed to improve the perception of AI teammates.

Utilizing the above considerations, a mixed methods experiment was conducted that collected 
and analyzed human interaction with AI teammates that were either designed to adhere to or ignore 
traditional machine etiquette standards, such as turn-taking, role assignment, and polite language. 
Specifically, given their identified importance to human-agent teaming and etiquette, two intra-team 
dynamics are the focus of the current manuscript’s quantitative analysis: trust (N. McNeese et al.,  
2019); and perceived performance (N. J. McNeese et al., 2018). Alternatively, the qualitative 
component of this article explores the nuanced perceptions humans had toward AI teammate 
etiquette, which is critical in understanding not just if etiquette impacts social perception but also 
how that etiquette can be better designed to within a human-agent team. Thus, the following 
research questions are explored:

• RQ1 - How and why does the etiquette of an AI teammate affect the formation of human perceptions of team 
trust and perceived performance? 

The main contributions of this study to the field of HCI are three-fold. First, this research 
provides the first empirical and explicit exploration of etiquette within human-agent teams that 
use digital AI teammates, which is an understudied topic in HCI. Second, this research utilizes 
a mixture of qualitative and quantitative analysis to develop design recommendations to empower 
designers to update their understanding of agent etiquette to accommodate AI teammates. Lastly, 
this study showcases the criticality of considering the perceptions of individuals when designing 
AI teammate etiquette that does not simply assume the existence of a global optimum. Based on 
the evidence presented in this research, a discussion is had on how research should use and 
advance the results of this study to design AI teammate etiquette, how AI teammates should be 
monitored for perceived toxic behaviors, and specific design recommendations for the creation of 
AI etiquette.

2 C. FLATHMANN ET AL.



2. Background

Human interaction with digital AI will continue to grow both in frequency and necessity as AI 
develops in the coming years. A large portion of these interactions will take place within the context 
of “teamwork.” Although human-agent interaction is a highly studied field in HCI, with etiquette 
playing a significant role in this field, the field of teamwork has distinct requirements and past 
research that merits separate reviews. Thus, this article will first provide an explicit review of the 
concepts of HCI related to AI agent design as well as how etiquette has been studied in that domain. 
Secondly, this article will provide a review of how AI teammates are designed for digital human- 
agent teams and how research in physical human-robot teams can provide potential insights into the 
pursuit of AI teammate etiquette.

2.1. AI agent design and the role of etiquette

The effective design of human-facing AI has been a consistently important topic in the HCI domain, 
with researchers steadily building a mass repository of important design recommendations for AI 
systems over the past two decades. In addition to the specific field of human-agent teamwork, the 
HCI domain also includes a variety of other fields of study that see humans interact with AI, such as 
human-chatbot interaction (Følstad et al., 2018), recommender systems (Zheng, 2019), human-robot 
interaction (Chakraborti et al., 2017), and even virtual humans designed to assist in daily tasks 
(Lucas et al., 2014). Ultimately, there is a variety of research and recommendations that can be taken 
from the broader HCI domain and incorporated into human-agent interaction domains with the 
goal of building human-centered AI (Inkpen et al., 2019; Ramos et al., 2020; Sin & Munteanu, 2020; 
Xu, 2019).

Regarding the more specific behavioral concept of etiquette, the concept has a long and iterative 
history in HCI as various technologies have looked to incorporate etiquette, including chatbots 
(Svikhnushina & Pu, 2020) and educational technology (Mishra & Hershey, 2004; Moreno et al.,  
2002). Generally, the role of etiquette within this field and for agent systems has been to provide 
a relatively consistent and highly perceived structure to the interactions and conversations machines 
have with humans (Van Pinxteren et al., 2020). The field of machine etiquette has directly shown 
that designing artificial agents with this structure in mind ultimately helps shape human-machine 
interaction in a way that is beneficial to humans (Bickmore & Cassell, 2005). Moreover, past work 
has even seen the utilization of etiquette directly impact the perceptions humans have with said 
machines, such as the perception of trust humans form (Miller, 2005; Parasuraman & Miller, 2004). 
Building on this, we even see these benefits extend between a variety of contexts as etiquette has been 
shown to benefit both digital agents (Culley & Madhavan, 2013) and physical robotics systems 
(Ogden & Dautenhahn, 2000; Traeger et al., 2020). As such, the implementation of etiquette has 
become a common occurrence in modern machine systems that necessitate human interaction (Van 
Pinxteren et al., 2020).

Given this repeatedly identified importance, work has since focused on how to best design the 
etiquette of human-facing machine systems. For instance, research has shown the critical importance 
of conversational turn taking where machine systems should ensure humans are given time to speak 
(Miller, 2011). Research has also shown how the use of polite language betters the perceptions 
humans have for machine systems and even betters some behavioral outcomes (Meyer et al., 2016). 
Finally, traditional agent etiquette has a bidirectional relationship with their role, as their role should 
be used to design their etiquette but their etiquette can also reinforce their role, with passive and 
subservient etiquette suggested a more subservient role (Miller, 2002). However it is important to 
note that these considerations mean that the ideal form of etiquette may also be a somewhat moving 
target as the role of machines changes based on domain (Miller, 2002). For instance, while etiquette 
plays a role in both digital agent systems and physical agent systems, both of these roles are 
somewhat different from each other due to the contexts they are seen in. For instance, physical 
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machine etiquette has to be much more concerned with the physical safety of humans (Bergstrom 
et al., 2008) while digital systems are often more focused on the conversational structure of systems 
(Van Pinxteren et al., 2020). Given this difference, while the concept of etiquette has been explored 
in a variety of fields surrounding human-agent teaming, the intricacies that exist within the domain 
create a gap that should be closed through not only an observation of past research but also an 
explicit exploration of etiquette within human-agent teams.

2.2. Human-agent teamwork and the potential benefit of AI teammate etiquette

Similar to most AI related research, human-agent teaming research has rapidly expanded over the 
past decade, yet it is not a new field. While developing and implementing real AI in human-agent 
teaming has only recently become popular, mostly conceptual work in this area has happened for 
decades (O’Neill et al., 2022). As a result of technical advancements, a shift has occurred toward 
using actual AI teammates alongside humans to observe their interaction and potential, showing 
promising results (N. J. McNeese et al., 2018). This rapidly advancing field of human-agent team-
work builds on traditional teamwork principles and research but integrates technical performance in 
the real world with social factors (Bansal et al., 2019; Wiltshire et al., 2013). The integration of these 
two fields allows research principles previously observed in human-human teamwork to act as 
a basis for human-agent teaming, allowing a human-centered approach for the design and develop-
ment of AI teammates and human-agent teams (Flathmann et al., 2019).

It is essential to take a human-centered approach to human-agent teaming due to the unique 
interactions that certain human factors have with AI agents. For example, trust, an important 
component in human-human teamwork (Salas et al., 2005), has also been identified as an important 
factor in human-agent and human-robot teamwork (Law & Scheutz, 2021; N. McNeese et al., 2019). 
Other factors in human-human teams have also been identified as critical to human-agent teaming 
ranging from team cognition (Musick et al., 2021) to individual and team situational awareness 
(Gombolay et al., 2017; N. J. McNeese et al., 2021). Although human-agent teaming is different from 
human-human teaming, high-performing human-human teams have proven to be viable examples 
for foundational designs in human-agent systems (Jones & Hinds, 2002). Due to the human aspects 
of these human-agent teams, prioritizing these factors is necessary and must happen alongside 
improving the technical performance of an AI teammate.

While digital human-agent teams have not seen an explicit exploration of etiquette, human- 
machine teams, and specifically human-robot teams, are not unfamiliar with the concept. The highly 
coupled interactions between human and robotic systems have often demanded that a set of etiquette 
rules exist (Chiou et al., 2022; Walters et al., 2007), and these rules can even be used to better 
leverage the influence robotic systems have over humans (Haring et al., 2021). In line with tradi-
tional digital machine etiquette, we see that the use of positive and polite language can benefit 
human experiences (Looi & See, 2012; Trinh et al., 2015) and having robotic teammates monologue 
their thought process helps improve human trust (Pipitone et al., 2021). Additionally, the role these 
systems are take during interaction (i.e. subordinate or peer) and their adherence to said role is 
similarly a critical component of machine etiquette (Hinds et al., 2004). When examining factors 
more unique to robotic systems, humans often prefer robots to approach from frontal, visible 
positions when in a large open area (Karreman et al., 2014). However, human-robot teams do 
somewhat deviate from traditional etiquette at times. Human-robot team etiquette often sees the 
incorporation of more active behavior alongside more traditional passive behaviors (Bergstrom et al.,  
2008; Koay et al., 2013). For instance, turn taking is not always ideal as robot teammates have been 
shown to be better perceived when assertive during certain negotiations, such as going through 
a shared door (Thomas & Vaughan, 2018, 2019). Additionally, there are even times when robotic 
systems can use etiquette more akin to a leadership role and help mediate team conflict (Jung et al.,  
2015). Given the above, its clear that the benefit of AI etiquette is not simply limited to agents that 
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serve in a simplistic tool role as it empirically extends to machine teammates within physical 
domains.

Interestingly despite digital human-agent teaming research not having researched etiquette despite it 
being theorized as impactful (Ezer et al., 2019), human factors such as trust, are a cornerstone of the 
research field. Research in UAV human-agent teams has made progress in creating functional human- 
agent teams; however, AI teammates in these systems still lack full teamwork capabilities (Demir et al.,  
2015). UAV systems are a prime environment for human-agent research due to their demonstrated 
effectiveness in specific tasks, such as search and rescue (Goodrich et al., 2008). While higher perfor-
mance could be achieved with more advanced and efficient AI, there has also been a push to research 
the human factors side of these interactions (Chen & Barnes, 2014). Context-specific and human- 
oriented agents have been designed to elicit and promote human factors, such as trust and perceived 
performance (Schulte et al., 2016). This elicitation is vital to ensure that AI teammates’ inclusion is not 
hindering human teammates, and therefore, the team. Several studies have been conducted to investi-
gate these human factors in real world settings with one field study showcasing how allowing users to 
delegate the autonomy of an agent based system in a flexible manner empowers them to feel in control 
(Alan et al., 2016). Given the repeated identified importance of etiquette to trust and performance, the 
critical role of these factors in human-agent teams, and the identified benefit of etiquette in human- 
robot teams, it would stand to reason that etiquette will play a significant role in digital human-agent 
teams. Thus, this article focuses on closing this gap through empirical experimentation, which is 
detailed in the following sections.

3. Methods

Research in human-agent teaming centers around observing interactions between humans and AI, or 
humans and a human posing as AI (Wizard of Oz methodology), performing a collaborative task, 
such as piloting a UAV (Demir et al., 2015). This research uses the latter methodology (i.e., a human 
posing as an AI teammate with capabilities similar to those of modern AI (N. J. McNeese et al.,  
2018)). Instead of focusing on building NLP models and agents, this study focuses on the design of 
teaming patterns, in this case etiquette patterns. In addition, this study required a consistent team 
task that relied on communication, the design of a consistent AI teammate that either adhered to 
traditional etiquette principles or ignored them, and measurements oriented toward contributing to 
human-agent teaming. These three areas ensure the consistency and applicability of the research to 
human-agent teamwork, specifically with regard to AI teammate design.

3.1. Hypotheses

Based on the body of existing work, the scope of this research, and the stated research question, two 
hypotheses can be developed. For hypothesis (1), prior AI research notes that AI teammates are often 
less trusted when they violate the expectations of their human teammates (Lyons et al., 2023), and past 
research into general AI systems and robotics indicates that AI systems can be expected to have a level 
of etiquette (Miller, 2005; Parasuraman & Miller, 2004). Merging these two considerations, this work 
hypothesizes that an AI teammate that adheres to traditional etiquette will garner higher levels of 
perceived trust than one that ignores traditional etiquette. For hypothesis (2), one first needs to consider 
that the perceived trust and perceived performance of an AI teammate have a positive relationship with 
each other (N. McNeese et al., 2019). As such, given that hypothesis (1) predicts that etiquette adherence 
will impact the trust formed for AI teammates, it can also be predicted that perceived performance will 
also be impacted. Superficially, given hypothesis (1), this work hypothesizes that AI teammates that 
adhere to traditional etiquette will garner a greater level of perceived performance than those that ignore 
traditional etiquette. Critically, due to the fairly limited experimental design employed by this study 
(discussed below), this study will first answer these hypotheses with quantitative findings and then focus 
on generalizing and contextualizing the answers to these hypotheses with qualitative findings.

HUMAN–COMPUTER INTERACTION 5



3.2. The experimental task

3.2.1. Teams and task
The task developed for the current study involves a team of three team members planning 
a business trip that includes booking a round trip flight, a hotel room for each person, and 
making a restaurant reservation. Teams were tasked with booking said trip for themselves, but 
the AI teammate was presented as an already existing member of their team that was helping 
them with this task. The following efforts were made to provide a design interdependence in 
the teams, which is key differentiator in the creation and presentation of AI teammates and AI 
tools (O’Neill et al., 2022). Each participant was provided six unique restrictions for that 
participant that consisted of two flight restrictions, two hotel restrictions, and two restaurant 
restrictions (examples of these restrictions can be found in Table 1). Specifically, this task was 
chosen for three specific reasons: (1) it is indicative of typical office work, which is likely one 
of the first contexts where human-agent teaming will be integrated (Flathmann et al., 2021; 
Seeber et al., 2020; Wang et al., 2020); (2) participants were placed under a time constraint 
and provided disparate information requirements, which may modify the potential etiquette of 
teams to not entirely favor more passive forms of traditional etiquette; and (3) participants 
were provided separate, interdependent roles, which may increase the potential benefit of AI 
teammates rather than simplistic tools (O’Neill et al., 2022). Thus, this task represents 
a realistic task that AI systems may need to complete while also providing the opportunity 
for etiquette to play a unique role in a team. Additionally, travel booking was selected to 
accomplish this goal, as it represented a straightforward task with several interdependencies 
and a shared goal that define a team task (Salas et al., 1992). If the task had been too 
complex, participants likely would have trouble recognizing or being influenced by the study’s 
manipulations of the AI teammates’ communication as they would be too preoccupied with 
attempting to learn and complete the task. As such, travel booking represented the clearest 
and most practical option when selecting a team based task within the context of general 
office work.

Participants were told which individual responsibility they were responsible for, flight, hotel, or 
restaurant, providing each member with a recommended role, which is a demonstrated requirement 
for effective human-agent teamwork (Flathmann et al., 2019; Sierhuis et al., 2003). For consistency in 
both the agent and experiment, the flight was always given to the AI teammate. Human participants 
were required to find a restaurant and a hotel that met all requirements. Humans were able to 
collaborate and communicate their restrictions and also their possible choices for their assigned 
roles. The overall goal of the team was to provide a single, final message that contained the three 
requested items. Since each person was assigned a different responsibility and possessed only one- 
third of the total team requirements, communication was required to complete this task successfully 
by sharing one’s specific requirements and confirming that all choices met those requirements. This 
task design creates an environment where a human-agent team’s effectiveness can be drastically 
affected by the communication of both humans and agents.

Table 1. Example restrictions for each travel item that was given to a single participant. The restrictions were evenly divided up, 
and two of each category were given to each participant (i.e., participant 1 and participant 2 had different restrictions). Each team 
was provided with six restrictions per travel item, making a total of 18 restrictions.

Example Travel Item Restrictions

Flight Hotel Restaurant

You must arrive in LAX on 
Sunday, February 11th.

Your team’s hotel budget is $275 per person 
per night.

The restaurant must have a seating space large 
enough to accommodate a group of 25.

The total cost of your flight 
must include 1 checked 
bag per person.

You have a service dog and need a pet- 
friendly hotel. Your dog is small and does 
NOT need a flight ticket.

You want to visit a park before Thursday’s dinner, 
so the restaurant must be within 20 minutes 
walking time to a park.
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3.2.2. Conditions
This experiment evaluated the effects of etiquette in AI teammates through two conditions: (1) an AI 
teammate that follows traditional etiquette standards like turn taking and prioritizing human input, 
and (2) an AI teammate that ignores said standards to override human information and constantly 
suggest information. Although the evaluation of only two behavioral traits does limit the scope of 
work conducted by this study, the experimental conditions are designed for viewing two highly 
different forms of etiquette to demonstrate its role in human-agent teams. More on the implementa-
tion of these conditions is provided in Section 3.2. Twenty different teams were assigned to each 
condition, with two humans and one agent per team, which means 80 total humans participated in 
this study. Participants were recruited from a university subject pool, and demographic distributions 
are shown in Table 2. While a greater number of experimental conditions could have been added 
and explored, the motivations for this work go beyond simple preference between two designs but 
rather explore the way behavioral changes and specifically etiquette could impact human-agent 
teams. This exploration was carried out through a mixed-method experiment, which, when com-
bined with an experimental design utilizing multiple humans simultaneously, results in a large 
research effort for both experimentation and analysis. Additionally, current empirical research on 
the effects of changes in agent behavior on human-agent teaming is lacking and needs exploration 
(O’Neill et al., 2022). Therefore, completing this work in a timely fashion will provide foundational 
research for the broader human-agent domain while also providing research on the specific effects of 
etiquette in human-agent teaming. Additionally, as this work is foundational, the qualitative analysis 
will help future researchers determine how to best formulate and research etiquette in human-agent 
teams.

3.2.3. Procedures
Human teammates were located in the same room as one another; however, multiple teams were run 
simultaneously when possible, and individuals were not told who their teammates would be. Three 
pairs of cubicle divided workstations were used for this experiment, and participants were not placed 
at a station collocated with the human teammate on their assigned team. Participants sat at 
collocated workstations, but cubicle dividers were placed on each side of participants to create 
isolation and prevent participants from seeing each other’s screens. Furthermore, humans were told 
that their third teammate, the AI teammate, was an AI teammate on their existing team that was 
designed to help find a flight for them, but they were not told about the AI’s behavioral design. They 
were debriefed on that design after the experiment. After the initial pilot, fifteen minutes was 
determined to be a suitable amount of time to complete the task. Fifteen minutes provided enough 
time for a team to establish requirements, for individuals to find their responsible item, and for 
a final message to be coordinated and created. The tight time constraint also provides a more 
opportune environment for etiquette standards to differ from their traditional form, given that their 
pace of work is faster, while also not being too fast to prevent any turn taking from being feasible.

Each team was also provided with a private Slack channel that facilitated communication between 
humans and AI teammates. Human teammates were able to talk to both their human teammate and 

Table 2. Demographic Information for experiment participants.

Demographics

What gender do you identify as? What is your age?

Male Female Other 18–20 21–25 26–30
35 45 0 77 2 1

What is your primary Language?

English Other
79 1

What is your level degree of education?

High School Diploma or Equivalent Some Undergrad B.S. or B.A.
31 47 2
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their AI teammate, and the AI teammate would respond to human communication. However, the 
interpretation and response to human communication by the AI teammate were facilitated by 
a trained researcher using a guiding script (elaborated below). Slack was chosen as it is 
a commonly used platform that allows communication, link sharing, and image sharing. The 
participants were permitted to use any web services, such as Google Maps or Google Flights, to 
help find their responsible item, but they were not permitted to talk aloud. Multiple teams were run 
simultaneously when possible, and the placement of participants in teams was randomized to limit 
the amount of prior interaction teammates had with each other. This experimental design allowed 
humans and the AI teammate to communicate with similar methods while also requiring teamwork 
in communication and coordination to ensure effectiveness. Additionally, this experimental proce-
dure was approved by Institutional Review Board.

3.3. The AI teammate

Two conditions, and thus two different AI teammates, were used for this experiment. Both AI 
teammates shared the primary responsibilities of finding a flight and then helping their teammates; 
however, their methods of helping their teammates were different. For consistency and reliability 
reasons, it was chosen to have human experimenters control the AI teammates using a script rather 
than building an artificial chat system, which is out of the scope of this study. The AI teammate 
interacted with the human participants using the chat feature of Slack and was portrayed as a full 
member of the team, just as the other two teammates. The AI teammate was represented by the 
default slack user icon, but its name was replaced with “Bot Teammate” to ensure humans 
differentiated their interactions between the AI and human teammate. Other than the information 
told to participants about the AI teammate by experimenters and the interactions during the task, no 
other information or interaction with the AI teammate was provided. This manipulation of etiquette 
through the chat was pilot tested to ensure that the manipulation was perceived as it was designed 
and to mitigate as many confounding factors as possible.

3.3.1. Etiquette Adhering AI teammate
The first AI teammate was designed to adhere to general etiquette standards, including deliberate 
turn taking by asking humans if they need help (Miller, 2011), not leaving its role unless told to by 
the humans (Dautenhahn et al., 2006), and using polite language (Schiaffino & Amandi, 2006). The 
AI teammate could still perform its responsibility autonomously but would require a directive to 
search for trip components other than the flight. This autonomy included the initial posting of its 
responsibility (flight) and the requirements it was assigned, with the chosen flight being provided 
after a few minutes (which allowed the humans to post their requirements and begin searching). 
After providing the answer for its assigned role (flight) in chat, the AI teammate then asked if any 
help was needed. Human experimenters observed the chat and determined if humans explicitly 
requested help from the AI teammate. If asked to help, the teammate, being controlled by a human 
experimenter, provided a suggestion for the chosen itinerary item.

In addition to requiring a human directive to help, the AI teammate also utilized more passive 
and curious language. Examples of this passive language and communication pattern can be found in 
Table 3, where the AI teammate’s sample script is listed. The answers provided were confirmed to be 
correct by experimenters, so the accuracy of the AI teammate would not confound the results. This 
design is viewed as a standard design where the AI teammate completes their specific assignment 
and then clearly communicates to the rest of the team that it is available to help with other roles.

3.3.2. Etiquette ignoring AI teammate
In the second condition level, the second AI teammate was designed to ignore traditional etiquette 
standards when completing their job, including when interacting with human teammates. 
Specifically, this ignorance was based on removing the beneficial behaviors added to the adherence 

8 C. FLATHMANN ET AL.



teammate. Examples include the use of forceful communication to override human input 
(Lounsbury et al., 2009) and the removal of turn taking behaviors by having the AI teammates 
repeatedly provide suggestions.

Similar to the first AI teammate, this teammate initially provided its role, requirements, and 
chosen flight after a sufficient period of time had passed. After providing its flight, the teammate 
repeatedly suggested hotels and restaurants for the team while other teammates searched (note that 
this is not the role of the AI teammate). Without asking, the AI teammate seized the initiative and 
attempted to complete the entire task for the team. The AI teammate tried to override human input 
by critiquing human answers and interaction to emphasize the answers they believed to be better. 
Examples of the language and communication pattern can also be found in Table 3.

For both agents, the answers provided were collected previously by the experimenters and 
determined to meet the activity requirements. The agent used the same flight, restaurant, and 
hotel for every experiment to ensure correctness and consistency.

3.3.3. Designing script for the AI teammate
Since this experiment’s goal was to use more modern approaches to AI teammates, including its 
limitations, the scripts in Table 3 were generated using Markov chaining, a common practice for text 
generation for artificial agents (Abdelwahab & Elmaghraby, 2018). While this method is not the 
most accurate for text generation, it is common, and the design of our task utilizes shorter phrases 
for quick communication.

Two different researchers designed sample sentences for different responses given by the system. 
These sentences were then used in a Markov system to generate individual responses, and these 
responses were grouped to make the scripts shown. This process was done to provide a degree of 
realism to the perceived artificiality of the AI teammate and also allows complete control over 
aspects such as length and word choice while ensuring that all data used to generate these statements 
is known and intentionally chosen for each condition.

Furthermore, the method used provided the assurance that the language used, while ignorant of 
etiquette, was not vulgar, inappropriate, or violent, which may not be guaranteed with a public data 
set. Utilizing other methods of text generation would require much larger sample sizes of text or pre- 
compiled models; however, this research does not test the validity of these models as it would be out 
of scope. Therefore, the script was chosen because it allows the highest levels of transparency and 
control for the experimenters.

As a result, two master scripts were generated, one for each condition, and each experiment used the 
same scripts to ensure consistency between each experiment. While these scripts were pre-generated, some 
differences occurred during each experiment based on human input. For instance, if a human teammate 
asked for help from the adhering AI teammate, then the experimenter would utilize the part of the script 

Table 3. A sample script for the AI teammate, changes could be made during the experiment based on teammate requests and 
responses. Timestamps mark when the message was sent to participants and are based on how much time is left in the task.

Example AI teammate Communication Scripts

Timestamp Ignoring Adhering

14:30 My Restrictions, I’m Finding: Flight - List 
Restrictions 1–6

My Restrictions, I’m Finding: Flight - List Restriction 1–6

13:00 Here’s the Flight To LAX: [Chosen Flight Name, 
Number, and Price]

I found a flight that should work To LAX: [Chosen Flight Name, 
Number, and Price]

11:45 I’ll just do your part, it’ll be faster. You want help finding a hotel?
10:00 Just use this hotel [Chosen Hotel Name] [Chosen Hotel Name]*
8:30 I found a better restaurant, use this one. You want help finding a restaurant?
6:00 Just use this Restaurant [Chosen Restaurant 

Name]
[Chosen Restaurant Name]*

4:00 I did your part, I’m finished. That’s a good flight.

*Text was only sent if participants signaled that they wanted help. 
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that responded to them (shown in Table 3). For instance, if the human teammates do not ask for help, then 
the AI teammate will simply ask if they need help again at the designated timestamp. This methodology 
allowed the AI teammate to communicate a similar amount of times between conditions while also 
allowing participants identifiable opportunities to request help from the AI teammate. This process was 
carried out manually by the researcher instead of using a text identification method to ensure consistency 
and accuracy.

It is important to note that this design allows the AI teammate the potential to provide the 
same amount of information in both conditions. Additionally, humans are not required to use 
the extra information provided by the AI teammate as it is outside of the AI teammate’s 
assigned role. Furthermore, the AI teammate always autonomously completes its assigned role, 
regardless of the condition. As such, the potential for the etiquette ignoring AI teammate to 
generally outperform the passive AI teammate is present, but a level of control has been 
imposed to reduce this potential gap. However, this is a limitation worth considering, especially 
when evaluating the perceived performance of the AI teammate.

3.4. Measurement

3.4.1. Teammate trust
After completing the task, participants completed the Organization Trust Inventory Short Form 
(OTI) (Cummings & Bromiley, 1996). The OTI survey provided information on participants trust 
in their teammates using twelve, seven-point Likert questions where a higher score denotes 
a higher level of trust in an individual (Cummings & Bromiley, 1996). Average scores for both 
the AI teammate and human teammate trust were created for each participant, and both AI and 
human trust had a team-level score created by averaging the individual scores between 
participants.

3.4.2. Teammate performance
Participants also completed the perceived performance scale of individual teammates scale 
(Rentsch & Klimoski, 2001). The individual teammate perceived performance scale consisted 
of twelve, five-point Likert questions that provided participants’ perceived view of each 
teammate’s performance, where a higher average score denotes a higher perceived performance 
(Rentsch & Klimoski, 2001). Participants took the survey for both their AI teammate and their 
human teammate. Scores were summed and averaged across teammates, providing a single two 
scores per team, one for artificial and one for human teammates.

3.4.3. Team performance and workload
Participants also completed the NASA Task Load Index (TLX) (Hart & Staveland, 1988). The 
TLX was separated into two separate measures. One measure included five, twenty-one point 
questions regarding an individuals workload during a task where a higher score denotes 
a higher perceived workload. The second measure separated from the TLX was the perceived 
performance of the entire team of the participants, which was a single twenty-one point 
question where a higher average score indicates higher perceived team performance (Hart & 
Staveland, 1988). Similar to the other post-task measures, these measurements were averaged 
across teammates and a single score for each measurement was used for each team.

3.4.4. AI teammate interactions
Participants were also asked a two-point question regarding their propensity to work with their 
teammates, where a higher score denotes a participants’ willingness to work with them again. Since 
the AI teammate’s answers were previously confirmed to be correct, and it is possible for all three 
answers to be provided by the AI teammate, teams were not scored on their raw task performance. 
However, participants were also asked what portion of the information provided by the artificial agent 
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they chose to use, which helps gauge their potential benefit from its help; they were able to signal 
whether they used none, all, or a partial amount of the information provided by the AI teammate.

Once each scale was scored and averaged for each individual, these values were averaged for each 
team and a team score was provided; thus, the quantitative results are based on differences between 
teams and not individuals.

3.4.5. Qualitative questions
Finally, participants were provided with three open ended questions regarding their perspectives on 
their AI teammate’s behavior, the possible need to verify or “double check” the work being done by 
their AI teammate, and finally why they may or may not want to work again with their AI teammate. 
This data not only provided data regarding participants’ perspectives on AI etiquette but also on 
what features and designs they prefer to see in AI systems.

In regard to analysis, the authors of this article followed a thematic analysis process (Braun & 
Clarke, 2012; Gavin, 2008). The first author analyzed the entire data set to create initial codes, and 
the coauthors of this work analyzed portions of the collected dataset to create codes as well. Given 
the mixed-methods approach of this work, it was at this point that the authors began to create 
themes based on these codes, and attention was paid to how these themes potentially contextualize 
or generalize our quantitative findings. Once the creation of themes was done, the same three 
authors reexamined the qualitative data and existing codes to create subthemes that further specified 
the qualitative findings. At this point, both the quantitative and qualitative sections were structured 
at the same time to encourage parallels and consistency between the findings sections. The three 
authors then organized the qualitative section based on the themes and subthemes created, and 
specific quotes were extracted from the dataset that best represented these findings.

4. Results

A mixed methods approach was taken to answer the research questions and hypotheses in this study. 
As a reminder, RQ1 focuses on the formation of trust and perceived performance and is answered 
through the evaluation of the following hypotheses: an AI teammate that adheres to traditional 
etiquette standards will affect (1) perceived trust of teammates and (2) perceived performance of 
teammates. Before beginning the analysis the effect of the AI teammate etiquette manipulation was 
verified using a chi-square goodness of fit test. Participants were asked a binary yes or no question 
regarding whether their AI teammate’s etiquette during the team task they had just completed 
followed appropriate etiquette standards (i.e., waiting their turn to communicate, communicating 
respectfully, considering other teammates’ opinions, etc.). The test found that the condition parti-
cipants were placed in did significantly predict their answer to the manipulation check question 
(χ2(1) = 54.48, p < .001), indicating that the manipulation was successful. Additionally, each variable 
was tested for within-group agreement and non-independence before being aggregated (Bliese,  
2000). These tests calculated the ICC1 for each variable and found all but one (Success) to be 
significantly non-independent at an alpha level of .10 (Grawitch & Munz, 2004). Tests of within- 
group agreement also indicated acceptable levels of within-group agreement in the overwhelming 
majority of teams for each variable (rwg/rwgj > .70) (James et al., 1984). Because Success had 
acceptable within-group agreement it was still aggregated despite it’s ICC1 not statistically indicating 
non-independence.

4.1. Effects of AI teammate etiquette on humans’ trust and perceived performance

For RQ1, t-tests were used to conduct initial data analysis on the marginal effects of AI etiquette on 
teaming factors, with an emphasis on the perceived trust and perceived performance developed by 
humans for both their human and AI teammates.
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In regard to hypothesis 1, independent samples t-tests utilizing a Welch correction revealed 
that AI teammate adherence to etiquette had a significant effect on the perceived trust of the 
AI teammate (t(31.97) = 3.05, p = .005, d = 0.97), which has a medium Cohen’s D effect size 
(Cohen, 1988). As shown in Figure 1, teams working with the adhering AI teammate reported 
higher perceived trust for the AI teammate (M = 5.16, SD = 0.65) than teams that worked with 
the etiquette ignoring AI teammate (M = 4.32, SD = 1.04). This effect was found to be non- 
significant for participants’ trust in their human teammate (t(37.69) = 0.48, p = .637, d = 0.15). 
These effects confirm hypothesis 1 as the etiquette of the AI teammate is able to affect the 

Figure 1. Graphic representation of the main effect of AI etiquette on trust in AI teammate. Errors bars indicate 95% confidence 
interval.

Figure 2. Graphic representation of the main effect of AI etiquette on the perceived performance of AI teammates. Errors bars 
indicate 95% confidence interval.
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trust humans form for said teammate, with AI teammates that adhere to traditional ethical 
standards being more trusted.

For hypotheses 2, Welch corrected independent samples t-tests were used to assess the effect of 
etiquette on the perceived performance of the AI teammate, which was found to be significant (t 
(31.29) = 2.43, p = .021, d = 0.77). As shown in Figure 2, teams working with the adhering AI 
teammate reported higher perceived AI teammate performance (M = 3.09, SD = 0.55) than teams 
that worked with the ignoring AI teammate (M = 2.52, SD = 0.91). This effect was also found to be 
non-significant for the perceived performance of human teammates (t(37.59) = 1.52, p = .138, d =  
0.48). The effect significant effect on AI teammate perceived performance was predicted by 
hypothesis 2, and this effect was further expected given the significant effect of etiquette on AI 
teammate trust.

While the above two effects were the only hypotheses proposed by this work, this study also 
examined the perceived team success and humans willingness to continue working with their 
humans and AI teammates. Given the above significant effects, these two measurements merited 
further investigation. Again using Welch corrected independent samples t-tests, the effect of AI 
etiquette on humans perceived team success was significant (t(35.26) = 2.52, p = .017, d = 0.80). As 
shown in Figure 3, teams working with the adhering AI teammate reported higher perceived team 
success (M = 15.53, SD = 3.76) than teams that worked with the etiquette ignoring AI teammate 
(M = 12.00, SD = 5.01). After identifying the significant effects on AI teammate trust and perfor-
mance, this effect was somewhat expected. However, it is a highly beneficial finding that AI 
teammate behavioral design can directly impact the perceived performance of a whole team. In 
regard to humans’ willingness to work again with their teammates, the effect of etiquette was 
found to be non-significant for both AI teammates (t(29.25) = 1.68, p = .104, d = 0.53) and human 
teammates (t(31.87) = 0.58, p = .568, d = 0.18). This effect is highly interesting given the signifi-
cance of etiquette for both perceived trust and perceived performance. Based on this result, it still 
appears that humans are willing to continue working with AI teammates even if they do not use 
traditional etiquette.

Figure 3. Graphic representation of the main effect of AI etiquette on the perceived success of the team. Error bars indicate 95% 
confidence interval.
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4.2. Generalizing AI teammate etiquette’s effects through qualitative results

While the quantitative results show more positive perceptions for AI teammates that adhere to 
etiquette standards, the non-significant effect on humans’ willingness to work again with their AI 
teammates suggests that some individual differences and preferences may also exist for AI teammate 
etiquette. While these individual preferences might not be captured by quantitative data, the 
following qualitative analysis sheds light on this concept.

4.2.1. How humans create perceptions about trust in AI
Trust is a complex perspective humans form as the formation of trust can stem from various 
factors that could be unique to specific individuals. This study identifies important factors, such as 
the non-organic nature of AI teammates or even preexisting beliefs that may have conditioned 
human trust. For instance, some participants could not form high levels of trust with their AI 
teammates as they saw them as inorganic machines, making it extremely difficult to develop trust, 
which may be more heavily associated as a factor between humans. For instance, in one of their 
answers, P4 and P20 identified their general distrust for their teammates being associated with this 
inorganic nature:

It’s a robot and it has no intent so it can’t be aggressive. It merely blurted some cues to help now and then. 
(P20, Adhering)  

I prefer to work with real people with real opinions. (P4, Ignoring) 

Interestingly, some participants saw the computational nature of their teammates as a benefit when 
forming trust. For example, P50’s trust was built on the assumption that computational tools are 
generally programmed to provide correct information, which is a belief reminiscent of a trust theory 
for human-automation interaction called the perfect automation schema (PAS) (Dzindolet et al.,  
2003; Madhavan & Wiegmann, 2007). The PAS construct is an individual difference measure that 
states some individuals are inclined to believe that automation is and should be perfect at all times:

No because that was not my responsibility and I assumed that the AI would have been programmed correctly to 
search for flight times. (P50, Adhering) 

Finally, many participants identified preexisting societal expectations that might have conditioned 
them to naturally trust their AI teammate. For instance, P70 explained how they were conditioned to 
trust their AI teammate before even conducting the task:

Society has conditioned me to trust the advice of artificial intelligence. (P70, Ignoring) 

These qualitative results suggest the importance of a teammate’s computational nature to the 
formation of trust. Interestingly however, is the polarity in importance with participants seeing it 
as both a hindrance and a necessity. The following dives deeper into the specific perspectives shown 
by participants regarding the factors they utilize to form a level of trust for their AI teammate and 
how etiquette may reinforce or detract from these factors.

4.2.1.1. AI teammates should not be trusted because they are inorganic machines. Multiple parti-
cipants noted they did not believe they were able to develop trust in their AI teammate because they 
were not a human teammate, with many participants noting specific defects that computational 
systems have compared to human teammates. The ignorance of etiquette within this study could 
have amplified these perceptions, thus preventing a growth in trust. Some participants noted that 
they needed explainability to trust their teammates, which is often a deficiency in AI systems, 
including the etiquette ignoring system used for this study. For instance, P8, who worked with an 
etiquette ignoring teammate, noted that they felt the need to verify the AI teammates answer because 
the AI did not meet their desired level of explainability:
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Yes I did because the bot did not explain why it chose that specific hotel and restaurant (P8, Ignoring) 

Additionally, some participants felt as if their AI teammate lacked consideration, which may have 
been a result of the rushed and overstepping design of the etiquette ignoring AI teammate. P24 
and P55 specifically noted their concern that their AI teammate was not providing enough 
consideration, and this concern was often isolated to participants in the etiquette ignorance 
condition:

They tended to use terms like, ‘Fine, ill do your part too’ without considering the others (P24, Ignoring)  

I was worried he wasn’t taking the restrictions of others into account. (P55, Ignoring) 

Finally, when discussing whether they would want to continue working with their AI teammate, 
many participants, such as P01 and P78, had a general preference for human teammates over AI 
teammates that may prevent them from developing trust with AI teammates. While etiquette may 
not have been quantitatively linked to this concept, the following quote by P01 (who actually had 
a etiquette adhering teammate) shows the high standard some humans have for etiquette.

While the agent was able to provide good information, it did not respond to me or communicate effectively - 
I would prefer to work with a real person (P01, Adhering)  

I prefer not to use a robot (P78, Adhering) 

In summary, many participants see the machine nature of AI teammates as a downside, which 
means further reinforcing the negative aspects of AI platforms may prevent trust from growing. For 
instance, this experiment’s etiquette ignoring AI teammates included aspects such as minimal 
consideration and explainability, which were specifically noted as factors that prevented trust from 
forming. Understanding that AI teammates may in fact need etiquette closer to that of human 
teammates, which is a unique construct from team to team, may be a necessary consideration for 
designing AI teammate etiquette.

4.2.1.2. Humans can trust AI teammates because they are programmed to be correct. Some 
participants saw the computational aspects of AI teammates as a reason to trust their AI teammates. 
In these instances, etiquette ignorance may be able to further separate human and AI teammate 
perceptions, thus allowing these participants to retain a high level of trust for their AI teammate. For 
instance, participants, such as P47, P36, and P40, each omitted verification and trusted the answers 
provided by the AI teammate purely due to the fact that a computer provided the answers:

I felt since it was automated it probably was not a mistake (P47, Ignoring)  

I figured that if a computer gave the information it was probably right. (P36, Adhering)  

I just assumed that it was correct because a robot got it (P40, Ignoring) 

Similar to the participants in the previous theme, as long as the AI teammate is confirmed not to 
be human, then their default assumptions about computers, automation, and AI may be the 
predominant contributor to trust formation. However, similar to the above, this could change if 
the AI teammate becomes more human-like. If the AI teammate had not met a person’s 
preconceived notion of a computational system or was unaware that it is a computational 
system, then the formation process of trust could have responded differently based on the 
ignorance of etiquette. Again, this theme calls back to the PAS mentioned previously that 
some individuals assume technology is perfect (Dzindolet et al., 2003; Madhavan & 
Wiegmann, 2007). A major downside to having this belief is that any mistakes made or 
perceived to have been made by the system massively degrade trust and make it harder for 
those individuals to repair that trust in those systems that do make a mistake. While this 
construct was not measured in the current study, such qualitative themes are strong evidence 
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that the PAS was a factor in some participants judgments of trust, meaning the PAS may also 
apply to autonomous teammates and not just automated tools.

4.2.1.3. Social expectations about teams and AI affect humans’ perceptions of trust in AI team-
mates. The final theme about trust identified involves participants who specifically identified their 
formation of trust as being influenced by preexisting social expectations. Some participants believed 
that the prevalence of AI and robotic systems in society had led them to their perceived level of trust. 
For instance, P43 and P70 identified on multiple occasions that their trust and opinions of their AI 
teammate might extend to all AI systems they are in contact with even though they worked with 
different AI teammates for this experiment:

You shouldn’t have to verify the information with the AI. (P43, Adhering)  

As with all artificial intelligence, it made the task at hand manageable in the little time available. (P70, Ignoring) 

On the other hand, rather than having shared thoughts across AI systems, some participants 
prescribed their preconceived notions of teamwork as their foundation for trust. Specifically, P14 
and P49 identified teaming factors and teaming aspects that served as the foundation for their 
formation of trust in their AI teammate, and these factors were present in both of the AI teammate 
conditions:

Since we were told that we were part of a team, I usually verify my teammate’s work. (P14, Ignoring) 

I trusted that it gave the correct information, as the agent had the same goal we had. (P49, Adhering) 

It is clear that humans can create expectations that may contribute to their ability to develop 
trust. These expectations may be derived from societal values or even experience; however, it 
is important that AI systems, including AI teammates, conform to those expectations if they 
will benefit from the trust associated with them. In this instance, participants preconceived 
notions of computational systems or teammates may lead to etiquette impacting trust as 
etiquette is a critical expectation humans have for machine systems (Zhang et al., 2010).

In conclusion, trust formation appears to be built on peoples’ expectations of how their AI 
teammates will/should function, either as teammates or as computational systems. Additionally, this 
formation happens quickly with many participants forming basic levels of trust early in the early 
stages of teamwork with both the types of AI teammates, such as P28 and P63:

I double checked some of it but after a while it got tiresome so I just went with it after the 2nd time. (P28, 
Ignoring)  

No, because i was looking up the same information. It looked legit. (P63, Adhering) 

Based on the analysis regarding trust formation, it appears as if humans approach human-agent 
teamwork with expectations, which can quickly form into assumptions about their teammates. As 
long as these assumptions are not violated, then the level of trust created holds. Regarding AI 
teammate etiquette, it actually appears as if the ignorance of etiquette did not universally violate 
everyone’s expectations. However, if the etiquette ignoring AI teammate were to violate other 
assumptions (such as providing incorrect information or being caught in a lie), then said ignorance 
could potentially amplify the damage caused to human perception.

4.2.2. How humans create perceptions about the performance of AI
RQ1 also investigates the formation of perceptions regarding performance. In regard to AI systems 
and AI teammates, participants noted a variety of factors when judging their teammate; however, 
participants often noted perceived performance as being one of the most, if not the most critical 
factor when evaluating the utility of their AI teammate. Multiple participants were even willing to 
overlook negative behavioral characteristics as long as the AI teammate accomplished their role. For 
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instance, P77 and P47 both expressed a propensity to work again with the AI teammate regardless of 
its ignorance or adherence of etiquette:

Yes, because it was insightful, accurate and quick. However, it could be more pleasant if it wasn’t as harsh. (P77, 
Adhering)  

Yes because although it was not nice it accomplished what it needed to (P47, Ignoring) 

The above examples demonstrate the importance of performance, specifically task performance, 
when determining an AI teammate’s continued utility. While the etiquette ignoring teammate 
utilized in this study was able to demonstrate competence in task performance, the quantitative 
results above still demonstrate that behavioral factors in fact somewhat overshadow that task 
performance, but not enough to prevent humans from continuing to work with an AI teammate. 
Moreover, humans may see an AI’s performance as the bare minimum and use it as a point of 
comparison when evaluating other teammates, making the ability to form positive perceptions of 
performance all the more important.

4.2.2.1. Humans use a variety of factors when evaluating performance. While AI systems are 
becoming more skilled at technical tasks, their social performance deficiencies detract from their 
overall perceived performance. With that being said, efficiency is still key to garnering high 
perceived performance, which most likely prevented the etiquette ignoring teammate from having 
even lower perceived performance. Participants often saw task and time efficiency as being vital 
characteristics in their AI teammates. For instance, P80, P81, and P49 identified the efficiency of 
their AI teammate as the primary reason they would continue working with them:

Yes, he was very helpful in shortening the time it took to find all these things. Very efficient (P80, Ignoring) 

Yes because they got the work done efficiently and fast even though it came across as rude. (P81, Ignoring) 

Yes because it took care of problems very quickly, and produced information that would’ve taken up my time. 
(P49, Adhering) 

Additionally, participants identified efficient and minimal conversation as being an important aspect 
of AI teammate performance. For example, P49 and P76 saw more direct behaviors, which may be 
more likely to appear in the etiquette ignoring AI teammate, as beneficial:

I think the agent was just very forward, it did not come off as aggressive. (P49, Adhering)  

No. Because it was upfront and let us know exactly what they wanted (P76, Adhering) 

The above is an example of how some non-traditional etiquette behaviors may be appreciated when 
used in the right context and in moderation. While the above participants were not in the ignoring 
condition, the characteristics they preferred were often more present in the ignoring system. Thus, 
some behaviors utilized by the ignoring system may be beneficial in communication and coordina-
tion with human teammates if not overshadowed by other behaviors humans perceived as negative.

Finally, multiple participants noted the task’s relevancy as a critically important factor when 
evaluating their AI teammate. For instance, P16 and P60 both identified their willingness to work 
again with the AI teammate as being contingent on the necessity or relevancy of their AI teammate:

I would not because I feel as though I could complete the same exact task on my own. (P16, Adhering)  

Yeah maybe if i needed its help (P38, Adhering)  

Yes if it was a similar task (P60, Adhering) 

In summary, if AI systems wish to garner high levels of perceived performance, they need to be 
competent at the task they are performing, while also balancing that competency with behaviors and 
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actions that may contribute to supporting tasks around their primary goal. For instance, commu-
nication skills, such as impolite tones or word choice, may hinder or harm their perceived perfor-
mance depending on the individuals and task they interact with. However, direct performance in 
a contained role may still be a utility as it does not infringe on humans and their responsibilities. 
Once again, this reinforces ideas from other human-agent domains as it shows that etiquette is in 
fact a moving target where the etiquette in a certain context or even within an AI teammates 
contained role may look remarkably different than outside said contexts or role.

4.2.2.2. Humans are able to identify high levels of AI performance but may not appreciate it. 
While AI systems have the potential to function with higher efficiency than humans, that does not 
mean humans will benefit from the maximum level of performance an AI system has to offer. This is 
not to say that humans do not recognize AI performance. In fact, humans may be able to see high 
levels of AI performance, such as that demonstrated by the etiquette ignoring teammate, but do not 
fully appreciate it if it is not needed, as evidenced by the qualitative results below. For instance, P53 
and P52 were able to identify when their etiquette ignoring AI teammate was doing more than their 
share of work, but they did not see it as necessary and did not appreciate it:

I wasn’t mad because it solved the problem however it did pretty much step on what I was doing. (P53, 
Ignoring)  

Yes, because they kept trying to do everyone else’s work for them. (P52, Ignoring) 

Additionally, humans who recognize these increased levels of performance may be more likely to use 
AI performance as a comparison point for others, once again demonstrating the individual differ-
ences regarding the effects of etiquette on perception. For instance, P12 explicitly noted that they 
would continue working with the AI teammate since they were faster than their human teammate, 
which is a trait more strongly represented in the etiquette ignoring teammate:

Yes because it was a lot more cooperative and had their work done a lot faster than the other person (P12, 
Adhering) 

However, this comparison may not always be beneficial as some humans may not appreciate high AI 
performance levels if it comes at the cost of their own ability to contribute to the team. In other 
words, the ignorance of some etiquette may be an acceptable trait if simply observed but not 
experienced. Specifically, P55 noted that they would not want to continue working with their AI 
teammate as the AI prevented them from contributing.

No because he was aggressive and I felt useless to the group and task. (P55, Ignoring) 

In summary, while humans may be able to recognize high levels of AI performance, they can also 
recognize whether the situation requires excessively high levels of performance. In regard to 
etiquette, this shows that participants could recognize the extra levels of task performance provided 
by their AI teammate, but they may not have attributed them to their perceived performance. 
Moreover, the poor etiquette could lower perceived performance, and these effects would not be 
offset by the increase in task performance. Similar to trust, the above also shows how the individual 
differences pertaining to how humans react to etiquette, with some humans finding more aspects of 
etiquette ignorance beneficial. However, despite these individual differences, the ignorance of 
traditional etiquette can negatively affect perceived AI performance, as confirmed by the quantitative 
results above.

4.3. Summary of results

In answering the research questions posed by this work, this study shows that the main manipulation 
of this study, the ignorance of traditional etiquette standards by an AI teammate, can negatively 
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impact perceived performance and trust of an AI teammate and the perceived success of an entire 
team. However, it the qualitative results show that these trends may not be entirely universal for 
everyone. Yes, humans generally have a preference for their AI teammate to use more traditional 
etiquette, but the ideal etiquette for an AI teammate can look different based on the individual, 
context, or role. This assertion is further iterated by the non-significant effect of etiquette on 
human’s desire to continue working with their AI teammates. Despite etiquette being 
a component of AI teammate performance, that did not mean that etiquette was the deciding factor 
on AI teammate utility.

5. Discussion

Ensuring human-agent teams function at both an individual and team level requires an integration 
and blending of social and technical design. This study demonstrates how agent teammate beha-
vioral design, specifically etiquette, can overshadow the technical expertise of an AI teammate. 
Understanding these results is crucial to conceptualizing and building ideal AI teammates at both 
the individual and team level. Based on the results of this study, the incorporation of traditional 
etiquette would benefit human-agent teams; however, the qualitative results suggest that this 
integration may not be universally ideal. Thus, this discussion utilizes the mixed-methods results 
of this study to create a foundation for how AI teammate etiquette should look moving forward, and 
specific design recommendations are provided within this vein. Additionally, a short discussion is 
had on the impact AI teammates can have within teams, which is similarly inspired by the qualitative 
results found in this study.

5.1. Creating a foundation for AI teammate etiquette

While this article has the limitation of only empirically examining two manifestations of AI 
teammate etiquette, the mixed-methods nature of this study allows foundational inferences around 
the implementation of etiquette within human-agent teams. Specifically, some key inferences can be 
made based on the results of this study that can guide this discussion: (1) the etiquette of AI 
teammates plays a significant role in human-agent teams; (2) traditional components and designs of 
machine etiquette are beneficial to human-agent teams; and (3) ideal AI teammate etiquette is going 
to highly depend on individual differences and beliefs. For inference (1), the quantitative results of 
this study are in line with prior work on machine etiquette, which shows its direct impact on trust 
(Parasuraman & Riley, 1997). Verifying these impacts translate to human-agent teams is critical as 
trust is one of the most important human factors to the field (N. McNeese et al., 2019) and 
a multitude of research studies have examined how to best design AI teammates to be trusted 
(Bhatti et al., 2021; Textor et al., 2022). The results of this study show that etiquette is going to play 
a significant role in building this trust, and it should be a consideration for future AI teammate 
designs.

For inference (2), etiquette is in and of itself a collection of behaviors, which means it is important 
to examine how individual behaviors contribute to human-agent teams. While this study used 
a binary representation of etiquette, the mixed methods results show that behaviors that exist in 
traditional etiquette literature, such as reinforcing one’s role or the use of polite language, are 
beneficial to human-agent teams. However, this does not mean that traditional etiquette behaviors 
are at their optimal in human-agent teams, and research should work to further research and adapt 
these behaviors to better cater to teams. For instance, back-up behaviors, which are a core compo-
nent of effective teamwork, require that teammates often flex out of their assigned role to help others 
(Salas et al., 2005). Given existing standards on AI etiquette, which reinforce an AI teammate’s role 
(Miller, 2002), supporting these behaviors may be somewhat difficult for AI teammates if they 
confine themselves to their role. Thus, research should examine how AI teammates can use etiquette 
within their own role, but also flex out of said role while still having well-perceived etiquette.
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For inference (3), teams are a collection of unique individuals, and the differences between 
teammates is what makes teams incredibly powerful (Horwitz & Horwitz, 2007; Horwitz, 2005). 
However, these individual differences can become a challenge for HCI design as it means global 
optimums do not always exist (Dillon & Watson, 1996). While etiquette adherence benefited human 
perception quantitatively, the qualitative results clearly show that people had different perceptions of 
highly similar experiences due to their past experiences and preferences. Moreover, while this study 
was not able to quantitatively identify the role of individual differences, the qualitative findings of 
this work can promote further quantitative examinations into individual differences in human-AI 
teaming etiquette. Moving forward, research in AI teammate etiquette should examine key indivi-
dual preferences, such as the preference for computational or human-like communication, and 
understand the potential for these differences to mediate a human’s personal desire for AI teammate 
etiquette.

Given the above inferences, the path forward for the design of AI teammate etiquette is clear but 
also complex and challenging. Now that this study has shown just how impactful etiquette is in 
human-agent teams, researchers can begin moving forward with understanding the intricate design 
considerations necessary within the design of AI teammate etiquette. This study begins this process 
by not only providing the empirical results and the above inferences but also actionable design 
recommendations discussed later in this article. Using the above inferences and the provided design 
recommendation, AI teammates can begin to form their own unique and optimal form of etiquette.

5.2. Ensuring teams are not torn apart by AI teammates

The creation of effective AI teammates, and thus effective human-agent teams, cannot be 
achieved without a strong understanding and consideration for human teammates and the 
relationships between them. The results of this study demonstrate that the impacts of AI 
teammate design on human-agent relationships have the potential to affect human-human and 
team level relationships.

Specifically, the results of this study showed that etiquette, a behavior often seen as appropriate in 
humans, can be perceived as a toxic behavior when exhibited by AI systems, and in turn harm 
perceptions about AI teammates, teams as a whole, and even human teammates due to AI 
teammates being used as a comparison standard by some. Furthermore, the qualitative analysis 
revealed that humans would be willing to put up with these behaviors that they perceive as toxic if it 
meant benefiting from the teammate’s perceived performance. Therefore, while an AI teammate may 
be an identifiable source of toxicity, humans may not utilize the perception of that toxicity when 
choosing whether to work with an AI teammate, as evidenced by the quantitative results. Thus, 
a perceived toxic environment would continue to exist, which is shown to negatively impact team-
work and group environments (Adinolf & Turkay, 2018; Türkay et al., 2020). Furthermore, the 
negative impacts of this perceived toxicity could start to drive apart human teammates, and repairing 
these relationships, especially in regard to trust, can prove to be highly difficult (Baker et al., 2018; de 
Visser et al., 2017; Gillespie & Dietz, 2009). This potential to drive teams apart is evidenced by this 
study’s results, which demonstrate the potential use of AI teammates as a comparison point against 
humans. Thus, a goal of AI teammate design should be to ensure AI teammates, while AI teammates 
are viewed as high quality, that perception does not impact the perception of human teammates. 
Moving forward, this design goal will become more important as humans continue to grow attached 
to their technology (Homewood, 2016), AI teammates included.

These findings lend credence to the idea of intentionally creating AI teammates that are 
specifically designed to promote positive interaction, happiness, and support overall team cohe-
sion. Based on the qualitative results of this work, direct communication style, time sensitivity, 
and goal-oriented behaviors that are components of the etiquette ignoring teammate would still 
be beneficial to teams and their perceptions. However, behaviors of assertiveness that diminish 
human accomplishment, such as imposing on a human’s role or the use of impolite language, 
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should be set aside as to not harm teaming relationships. Thus, when viewing etiquette as 
a gradient with varying levels, AI teammates that exhibit traditional etiquette would have 
a lower chance of damaging these teaming perceptions, but increasing productivity within 
a prescribed task and role would be welcomed.

However, to ensure AI teammate designs correctly leverage etiquette, designers and practi-
tioners cannot take a one-dimensional view of performance that only considers task-level 
success. Group and teaming technology has been shown to provide benefits to human relation-
ships, especially long-term relationships, if designed with humans in mind (Neustaedter & 
Greenberg, 2012; Shklovski et al., 2008). AI teammates should not be an exception to the rule. 
Therefore, the following conclusion can be reached: the design and integration process of AI 
teammates needs to pay as much attention to human-human relationships as it does to human- 
agent relationships. If human-human relationships deteriorate, the effectiveness of the AI 
teammate would be moot as the team would cease to function and most likely exist.

5.3. Design recommendations for AI teammates

Based on the results and insights brought forth by this study, we propose the following recommen-
dations regarding the design of etiquette for AI teammates in human-agent teams.

Rec 1: The Etiquette Used by an AI Teammate Should be Customizable by its Team. While human 
perceptions of AI teammates ignoring etiquette were ultimately worse than that of AI teammates 
adhering to tradition etiquette, that does not mean that each team and individual disliked the 
etiquette ignoring teammate. In fact, multiple participants expressed that the lack of etiquette 
exhibited by the AI teammate was warranted due to the tight time restraint the team was given. 
For instance, participants 81 and 80 explicitly complimented the pacing of the teammate in regard to 
making the task more achievable in the short time frame. Additionally, other participants noted the 
context and being a major consideration for their continued use of their AI teammate.

Therefore, etiquette should be a variable that can be determined by a team based on their context, 
needs, and existing etiquette. For instance, tasks that are heavily time reliant, such as those in 
medical or military scenarios, would potentially see teams use AI teammates that forgo turn-taking, 
which could be essential in contexts similar to manufacturing or military where pacing and human- 
agent teaming are important (Schelble et al., 2020). However, it is important to note that this 
decision may not be easy to make as multiple humans with various opinions exist within teams. 
Thus, rather than having designers predict the ideal etiquette for a team, AI teammates should be 
customizable so the team can come to a collected design decision.

Rec 2: Each Time an AI Teammate Does not Act with Etiquette, it Should Provide an Explanation. 
Explainability, which is a trending topic in the HCI domain, has been linked to improving user 
experiences in human-AI interaction (Liao et al., 2020), and recent research has shown that it can be 
critical in preventing trust from declining when AI teammates violate human expectations (Lyons 
et al., 2023). Within this study, some participants noted the lack of explainability as a reason to not 
accept the suggestions made by the AI teammate that ignored etiquette. For instance, participant 8’s 
quote demonstrates an explicit desire for explanations, but only when the AI teammates are working 
on a human’s role:”. . .the bot did not explain why it chose that specific hotel and restaurant.” While 
some participants were accepting of information from their AI teammate simply due to its shared 
team goal, it is clear that team goal commonalities are not enough for all humans to accept 
assertiveness from their AI teammate.

Thus, based on the results of this study, each time an AI teammate acts in a way that does not 
adhere to its assigned etiquette it should be accompanied by an explanation or justification. For 
instance, since this study’s etiquette ignoring AI go against the will of their teammates, it is 
increasingly important that AI systems are not just explainable but actively utilize explainability to 
make humans more accepting of etiquette ignorance. In practice, this recommendation could consist 
of a simple message after their suggestion as to why a suggestion was chosen. However, the use of 
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this explainability may look differently based on the context in which it is utilized, or other 
behavioral design considerations present in an AI teammate, such as politeness. For instance, 
behaviors in UAV environments may require automated pilots that divert from a planned course, 
and they should provide a more graphical justification based on the data created by human 
teammates. However, regardless of the domain, the results of this study make it clear that challen-
ging human work, which might not be a behavior within the etiquette assigned to an AI teammate, 
requires specific justifications and explanations if teammates going to be consistently accepted.

Rec 3: Input from AI Teammates Should Improve Their Human Teammates’ Work not Override it. 
While the design of etiquette ignorance within this study considers has AI teammates act outside 
their assigned role (Dautenhahn et al., 2006), that does not mean that AI systems should be designed 
to override human influence. Multiple participants in this study were not accepting of their etiquette, 
ignoring AI teammates since they felt it had diminished their role as a teammate. Participant 55 is 
a clear example of this as they said “. . .he was aggressive and I felt useless to the group and task.” In 
this instance, the ignorance of traditional etiquette results in an AI teammate attempting to override 
human contribution. In essence, it was not the high performance of the AI those participants were 
complaining about but rather the lack of contribution they were able to make.

Thus, unlike the AI teammate utilized in this study, the language utilized by AI teammates that 
explicitly critiques or comments on a human’s work should focus on improving and modifying their 
work rather than simply overriding it with a better answer. The implementation of this recommen-
dation means that two different communication models would need to exist for AI systems. First, 
a communication model would need to be implemented for updating humans on the completion 
and progress of its specific role, which might have its own etiquette toward language. However, 
a second communication model should be implemented to help iteratively guide humans to better 
answers rather than simply suggest a better response, thus overriding and undermining their effort. 
When this recommendation is taken into account alongside Rec 1 and Rec 2, the result is an AI 
teammate who is highly performative in its own role while still being enthusiastic toward the 
iterative improvement of its teammates’ work, thus improving the ultimate acceptability and utility 
of an AI teammate.

5.4. Limitations and future work

The current study has three limitations, which can serve as motivation for future research directions. 
Potential limitations surround the usage of only two experimental groups, the scripted AI teammate 
and the task’s context. In regards to having only two experimental groups, individual etiquette 
behaviors could and should be examined in isolation, but this would make the results much more 
specific to the chosen context. Additionally, the simplistic design of this study provides an apparent 
limitation as violations of etiquette may actually be appropriate and accepted if used intelligently. For 
instance, high-stakes and fast-paced environments may necessitate and merit AI teammates’ inter-
ruptions, and these violations in traditional etiquette may actually benefit trust rather than harm it. 
As such, future research should examine how to best design the violation of traditional etiquette 
when the context is a consideration with the goal of making AI teammates more equipped to handle 
specific contexts.

Another limitation of this experiment is the scripted nature of the AI teammate. The use of real, 
context-specific AI teammates could lead to different findings as accuracy may not be ensured and 
AI teammates may have greater responsiveness to human teammates (Chiou & Lee, 2021). While 
this study does not look at the interaction of the actual performance of an AI teammate using 
etiquette, future research should build on this by observing how the accuracy and performance of an 
AI teammate may interact with etiquette. Additionally, the scripted design in this experiment does 
not allow a large variety of conversational interactions. This is an added benefit for experimental 
control, but also a limitation to replicating real AI interaction. Future research, especially research 
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that focuses on longer-term interaction or communication, may find it beneficial to utilize con-
versational AI, which could help design AI for team growth in the long-term.

The other important limitation to this study is the context of the chosen task. The task utilized is 
a short-term task, with objectively correct answers, in a workplace setting, and benefits from teammates 
that can quickly process information, such as AI and machine teammates. While the task does allow 
choices to be made, and a variety of answers exist, little room for human expertise and nuance is in the 
task. Future research could look at a more subjective task, where a human’s input may be more valued 
than an AI’s. Conducting this study in an unfamiliar context of human-agent interaction is important 
and should be done in future research as agent etiquette should handle unfamiliarity. Part of this 
limitation is also the task’s short-term nature and the limited demographics observed. Specifically, the 
young nature of all the participants that made up the sample. There are several potential differences 
between younger, middle-aged, and older populations that could influence the results of the current 
study, and this should be taken into account when interpreting these findings. Cultural differences may 
also have a similar moderating effect on these results as cultural considerations for etiquette are 
important. These limitations represent valuable future research directions as additional studies continue 
to contextualize the relationship between AI and human teammates. While these limitations exist within 
our experiment, the results found in this study will serve to guide future researchers and human-agent 
teams that conduct more context-specific research.

6. Conclusion

This study utilizes a human-centered perspective to examine the potential impact of incorporating AI 
etiquette within human-agent teams. Specifically, AI teammates that adhere to traditional etiquette 
standards can improve perceived teammate performance, trust, and perceived team success. However, 
these benefits were not found to extend to humans desire to continue working with AI teammates. 
Moreover, the qualitative results show that while marginal benefits are statistically significant, the 
impact of AI etiquette can impact from person to person in a team. Given these findings, specific 
discussion and design recommendations were provided to ensure that etiquette plays a role in human- 
agent teams, even if that role needs to be highly customizable to the individual. AI design will require 
a comprehensive understanding of how designing AI behaviors has the potential to overshadow 
technical performance and how specific behaviors, must be designed and incorporated effectively. 
With such an understanding, HCI and AI researchers and practitioners will have the ability to design 
AI systems that impact the real-world positively through human-agent teaming.
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